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FORWORD

We have been very pleased to have the opportunity to organize this 1st conference on virtual
reality in Turkey. This conference has been conducted in the framework of the ERAMUS+ project
“Strengthening of research and training capabilities for Virtual Reality applications in the private
and governmental sector”. The main purpose of this project is to strengthen the cooperation between
the private sector and higher education institutions in order to increase the capabilities of the
regional workforce and improve the overall attractiveness of the western part of the GAP region
(Southeastern Anatolia Project). This project is part of the strategic initiative of Harran University to
establish a Center for Virtual Reality in cooperation with stakeholders from the university, private
sector and several governmental organizations. During this project the opportunities of this
technology in the different vertical sectors will be shown and the necessary training requirements
elaborated in detail. Partners in this project are Germany's Otto-Von-Guericke-Universitaet
Magdeburg in cooperation with Fraunhofer Institute for Factory Operation and Automation, the
private company Visionair3D (Netherlands) and as an associate partner, Karacadag Development
Agency/Turkey.

Virtual Reality (VR) lets our dreams become true. It is about visions and about places and
times we cannot visit for different reasons. This applies to the past and to the future as well. This has
been addressed during this conference by showcasing works about history and the future of city
planning. While focus was on the fields of engineering, planning and medicine the presenters
covered a much wider range of VR application. During the cultural program, the participants were
brought back to point zero of history, the oldest assembly building in the world — Gobekli Tepe and
could visit many other locations that prove the cultural and religious richness of this region. Some of
them were presented as VR applications for the special field of archaeology during the conference.

We hope that this conference will have a tangible effect on the future development of virtual
reality, augmented reality and other related technologies in Turkey. In accordance with the goals of
this ERASMUS project, we are looking forward to broadening the cooperation with our
international partners in this field by initiating new joint projects.

This conference could only be realized thanks to the support of the European Union's
ERAMUS+ program, the National Agency of Turkey, our partners in Germany, the Netherlands and
here in Sanliurfa and the enthusiastic academic and administrative staff of Harran University..

Thank you again for contributing to this conference

Dr. Fred Baris Ernst
Project Manager
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USING AUGMENTED REALITY FOR THE PURPOSE OF CNC
EDUCATION

Aytac Ugur YERDEN?Y", Nihat AKKUS?, Fatih YALCIN?

!1stanbul Gedik University, Vocational School, Istanbul, Turkey
2 Marmara University, Technology Engineering Faculty, Istanbul, Turkey
3 Istanbul Gedik University, Vocational School, Istanbul, Turkey
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ABSTRACT

It is important in terms of the success of the education to transfer a training about
manufacturing technologies to the student in a fast process. Generally, the theoretical
explanation of CNC systems is not sufficient for the recognition of the device. Combining the
notes in traditional education with today's technologies will have an impact on the quality of
education. For this purpose, the stages of establishing a lecture note with augmented reality
support for CNC training have been the subject of the study.

Keywords: Augmented Reality, Virtual Reality, CNC Education, UNITY3D, Vuforia
INTRODUCTION

Augmented reality is described as real-time and interactive enabling the real world to
be enriched with virtual data and information (Somyiirek). The use of traditional looms in
manufacturing decreases gradually and is replaced by the use of CNC machines (Kaygisiz).
CNC machines consist of three basic components; (i)Mechanical System, (ii)Electronic
System, (iii) Control Unit (Akkus). Applying real CNC machines, can deal with various
accidents. Various simulation systems are used to eliminate these problems. The
corresponding meaning of the code written in the simulation environment can first be
observed on the virtual CNC machine before it is applied to the actual CNC machine (Aktan).
A simulator is presented for both the entire NC machine and the tool path (Ernesto). The
advantage of mixed virtual reality simulators is that separate warehouses are not needed to
store the large machines or physically move them for comparative testing. (Galambos). A
strong and growing area is the manufacturing applications using AR technology. (Ong).

METHOD

This research aims to improve the preparation of a traditional course note with the use
of augmented reality application for the purpose of CNC training. A course material has been
prepared including the definition, purpose and use of CNC. Students will provide an
augmented reality supported CNC training application to their mobile devices (smartphone,
tablet computer, etc.) with the help of a QR code on this course material. It will be ensured
that a CNC machine will work with the installed AR application and provide information as a
3D model on the traditional course note. In CNC training, the advantages and disadvantages
of AR application are assessed and the results are attempted to be revealed.
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FINDINGS AND DISCUSSION

The training's goal, objective and training outcomes should be determined during the
stages of forming a course note for training purposes. The objective of basic CNC training is
to be informed about the working principle and construction properties. Figure 1 shows that
augmented reality application development flow chart for the purpose of CNC education.

Figure 1: EDUCNC Application Development Flowchart

The 3-D models of the 2-D shapes in the course note are prepared for this purpose in
the computer environment and then introduced to the development stages of the application
supported by augmented reality. A pointer is set to display the 3D model. The pointer may be
designed as a two - dimensional shape in course note or another shape. A package is created
by registering to the Vuforia developer website(Vuforia) to identify the designed pointer. The

package created will be imported into the UNITY3D software (UNITY3D). In figure 2 shows
Vuforia License Manager that use in create a licence for app.

engine

developer portal Home Pricing Downloads Library Develop

License Manager  Target Manager

License Manager > educnc

Educnc Edit Name Delete License Key

License Key Usage

Flease copy the license key below into your app

ROQHji&//////RRRBGXOV]pO/dESBtgOTHWQ3UATINS yHs8xpLPEVId/ 4JC0£GkXvax JRRE11LzHeFRAvg:
9fi+¥CkvRCDEsESQCUkr52lglS/kValrSB/ IgFMOJZL2iVarlsGyf0ltub3yd¥2I0xrRqUUFimLEUd 3¢

Figure. 2: Vuforia License Manager Screenshot

Figure 3 shows the Vuforia Target Manager used to add the necessary marker images
to the library for the application to run.
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The reason UNITY3D and Vuforia are preferred is because they offer solutions that
are quick and easy. In addition to these software, it is possible to use different options.
UNITY3D first window view screenshot shows in Figure 4. The 3D model that is generated is
imported into UNITY3D.

_‘m'n’nnm_ma_‘ G

Figure 4: UNITY3D Screenshot

Animations, explanations and similar improvements are added to the 3D model with
the help of UNITY3D and then exported as an android application.

Figure 5: A Part of Lecture Notes
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Access to the exported application is installed under a server or on an android market.
In order to access the application, a QR code is created and placed on the course note shows
in Figure 5. The application created with these steps is ready for the phase of testing.

2 s
& vuforia

Figure 6: EDUCNC Android Application Screenshot
CNC Education purposed augmented reality android application screenshots shown in
Figure 6 and Figure 7.

A = "7 N g y -
& vuforia - o,

Figure 7: EDUCNC Android Application creenst on use

In the study, the advantages of the application in CNC training will be listed: (1)
Lecture notes on a 2-dimensional shape of the device, which provides them with the
opportunity to examine three-dimensional model, (2) Information about the construction of
CNC on the model can be learned, (3) Knowledge of the operating principle of CNC can be
provided.

The disadvantages of the application in CNC training will be listed: (1) The 3D CNC
model shows a uniform model, (2) Hardware requirements may exist for a realistic 3D model
visualization, (3) The application may not work if the print quality of the pointer is
problematic.

CONCLUSIONS AND RECOMMENDATIONS

As a result, the educational contribution to such an application developed for the
purpose of the CNC training base is quite high. When comparing the advantages and
disadvantages, it is important to have a basic knowledge of the 3-dimensional model rather
than the device's actual size. Occupational safety issues can be avoided in this way. The
developed application will be tested on student groups in future studies, and the results will be
shared.
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1. Introduction

From our prehistoric ancestors, mankind tries to understand their environment better to
avoid from its dangers and to benefit from its rich resources. To achieve this mankind tried to
mark his environment. This behaviour is a basic example of spatial literacy. Success in
today’s world is not different either. An individual need to understand his environment better
than others to get ahead. The modern human needs various of skill sets like literacy,
economical literacy, healthy literacy, political literacy, spatial literacy etc. to success in our
modern world. It is not wrong to assume that many career paths in our modern life needs an
individual to visualize 2D projection into 3 dimension(S. W. Westgard, 2010). The purpose of
this study is to evaluate, the impact of modern high-tech technologies, especially Augmented
Reality (AR), on spatial literacy learning of primary and secondary school students.

2. The Purpose Of This Study

In the scope of this study a puzzle game powered by Augmented Reality technologies is
created. The idea to create this game is to boost the degree of spatial literacy of secondary
school students. The puzzle game is limited to a basic political map of Republic of Tiirkiye.
Powered by Augmented Reality technology, the goal of this study is an increase the interest of
secondary school students in Geography classes. In addition, it is expected to increase
knowledge of political map of Tiirkiye and the local traits of cities of Tiirkiye such as
traditional foods, trait animals, trait artefacts etc.

3. The Conceptual Framework

It is highly spoken by some researches that the ability to visualize 2D representation in the
third dimension is the basic skill for many career paths such as; engineers, urban planners,
Department of Defense employees, architects, pilots, neurologists, and air traffic controllers
etc. Because in this career paths an individual should be able to project 2D blueprints, maps,
location intelligence, magnetic resonance imaging (MRI), or radarscopes into three-
dimension. So countries like Canada and America added spatial literacy to their curriculum.
Spatial literacy is the degree to infer and interpret the location, distance, direction,
relationships, change, and movement over space. Spatial literacy or spatial thinking can be
described in four basic features(Kastens & Ishikawa, 2006; King, 2006):
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e An individual to recognize, observe, record, describe, classify, remember, and
communicate the two- or three-dimensional shapes, structures, orientations, and
positions of objects, properties, or processes

e To be able to manipulate those shapes, structures, orientation and positions by
rotating, translating, deformation or partial removing

e To be able to infer about those objects structure, shape, orientation and positions

e To be able to predict the consequences of those shapes and structures positons

To summarize, spatial literacy is the know-how of relationships of objects in
environment. Augmented reality generally can be confused with Virtual Reality(Chavan,
2014). Virtual Reality is an artificial environment created by using an software. The user
accepts this virtual environment as real environment. Though, Augmented Reality can be
described as integration of 3 Dimensional virtual objects into 3 Dimensional real world in real
time(R. T. Azuma, 1997).The main differences between the concept can be seen at Figure 1.

Augmented Mixed Virtual
Reality Reality

Figure 1.The differences of Reality definitions

Augmented Reality has lots of usages in our modern world such as medical,
engineering, military applications, entertainment etc. an Augmented Reality application
should have at least three major properties such as(R. Azuma et al., 2001); combining the real
world with virtual objects, should run in real time and should register virtual and real objects
mutually.

The main instruments of Augmented Reality are computers and input devices.
Nowadays the main devices are head mounted displays, handheld displays and pinch gloves
(Kesim & Ozarslan, 2012). An example of pinching gloves and head mounted displays are
shown in Figure 2.
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Figure 2.Head mounted display and piching glove (Bowman, Wingrave, Campbell,
& Q Ly, 2001)

Head mounted displays have either one or two optical displays on eye. Pinch gloves
are used to grab a virtual object with pinching gestures. Nowadays pinching gloves gives its
place to image processing methods to identify the pinching gesture (Microsoft). An example
of modern headmounted displays which does not need pinching gloves can be seen at Figure
3.

r

On the contrary, handheld displays are the most used tools for Augmented Reality
because of their affordable price and worldwide usages. The most famous ones are our
everyday Smart-phones, PDAs and Tablets.

Using Augmented Reality is not a new idea in military, medical, engineering design,
consumer design, gaming etc (R. Azuma et al., 2001). Augmented Reality applications make
an individual to interact with the real world such a way that never happened before by
displaying various information about an object in real time. In Turkey the usage of

A

Figure 3. Microsoft Hololens with pinching gesture (Microsoft, 2019)
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Augmented Reality application has risen after the Fatih project. After that project nearly, all
classes have smart boards. But the Augmented Reality applications are not enough. An
example of AR application can be seen at Figure 4.

\ Nl
Figure 4. An AR application for 10th of November
There are many ways of usage of Augmented Reality applications in education. For
example, a student can move, dismantle, put together a 3-dimensional object as it was real.
Another interesting application may be augmented reality textbooks(Kesim & Ozarslan,
2012). By using some special software and applications this written plain 2-dimensional
textbooks may turn to 3-dimensional dynamic information sources. For example, a student

with a smart phone can see the 3-dimensional elephant object just scanning a 2-Dimensional
elephant image by his smartphone camera shown in Figure 5.

pauess buiag

vZ'EL M L8% I

b1y 1ea1)

Figure 5.An example for alive 2D textbooks
4. Method

The main instrument of this study is to create a classic puzzle game powered by
Augmented Reality. There are two main steps. First is to create the puzzle. To achieve this the
political map of Tiirkiye has been laser cut by the city’s borders. The second part is the create
the special application for android smartphones. Some special software are used to create the
application. Unity is an award winning game engine that supports many platforms(Christel et
al.). By developing in Unity, an application could be ported to android, 10S, several headsets
and several operating systems. Microsoft Visual Studio is the basic Integrated Development
Environment to develop and modify Unity scripts. Vuforia is a partially free software
development kit created by Qualcomm(Vuforia, 2019). It is mostly used to register 2-
dimensional image layers or texts. In this study image registration is used. There are different
usage types of Vuforia, but in this study the device database is used. To be able to use
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Vuforia, first an image database should be created and the images should be registered in this

database. The basic working algorithm of VVuforia can be seen at Figure 6.

Vuforia SDK

Application

Query
State Object

Camera

Pixel Format
Conversion

Converted
Frame

Image
Targets

Cylinder

Tracker

Multi- Image
Targets

Word

Cloud Target

Frame
Markers

Virtual

Render Converted Targets Targets Buttons
Camera Frame

Render g
Preview

Graphics Detect New Objects

Target
Snapshot Track Detected Objects
State

Pose Evaluate Virtual Buttons
Buttons

Figure 6. The working algorithm of Vuforia (Tsai & Yen, 2014)

In this study all the images of puzzle pieces, taken by camera are registered in VVuforia.
After a puzzle piece is scanned by an android smartphone, a trait of that piece appears on
screen as 3-dimensional object. That object can be rotated and moved by the user.

When the puzzle piece is scanned through a headmounted display or a smartphone, a
trait of the city will be shown with three city names as options. While one of the options is the
correct name of the scanned city the other two are only beguilings. If the correct answer is
picked the application shows a congratulation message otherwise the application shows
another trait of the scanned city. The working flow of the application can be seen at Figure 7.

Scan puzzle
piece

Cuess the
city name

Change The
Trait shown

Figure 7. The working flow of application
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A screen shot of working application can be seen at Figure 8 and Figure 9.

Figure 9. A Screen shot of working application

5. Findings and Discussions

The application and puzzle game hasn’t been tested yet. It will be tested in fall of 2019-
2020 academic year. It is expected to see an increase of interest in geography classes and the
knowledge of political map of Tiirkiye and the traits of cities of Tiirkiye through primary and
secondary school students. The benefits of the application will be compared through surveys.
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6. Conclusions and Recommendations

Spatial literacy is the degree to infer and interpret the location, distance, direction,
relationships, change, and movement over space. It is a very important concept which is
included into the curriculum of some countries like USA and Canada. In Tiirkiye, the basics
of spatial literacy are given to students in geography classes. After the FATIH project,
although nearly all classes have computers and smart boards, the applications for education
are not enough. Hence in this project, an application to increase the interest to geography class
and the knowledge of cities of Tiirkiye is presented.

The application is empowered by Augmented Reality. Augmented Reality is a concept
which merges real life with virtual 3D models to offer more information. Augmented Reality
has lots of usages in our modern world such as medical, engineering, military applications,
entertainment, education etc.

In this project a political map puzzle and an AR software is presented. To create the
software Unity and Vuforia are used. All the puzzle pieces are registered into Vuforia. When
a puzzle piece is scanned through head mounted computer or smartphone, a trait is shown on
the puzzle piece and it is expected to find the name of the city.

The application is evolving by the opinions of geography class teacher and will be tested on 2
class of primary and secondary school students in fall of 2019-2020 academic year. And the
academic success of students will be compared via surveys.
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ABSTRACT

Advance technologies in the last century can be used to solve the environmental
problems and make the world more livable. Environmental sensors, data portals,
environmental data visualisation and monitoring platforms, environmental modelling
platforms/decision  support systems are the types of Environmental Virtual
Observatories(EVOs). EVOs makes science and data more accesible. It informs and
empowers citizens, increases data generation, facilitates collaboration between diverse
stakeholders. By using these advances in technology, it can help people gain a deeper
appreciation of environmental challenges, such as climate change and extinction of species.
This  study aims to explain EVOs and their contribution for
environmental awareness and environmental problem solving process.

Keywords: Environmental Technologies, Environmental Conservation, Environmental
Virtual Observatories

INTRODUCTION

The earth's environment is under severe stress from uncontrolled human activities. 260
million tons of plastic in the world produced each year, about 10 percent ends up in the Ocean
(GreenPeace, 2006)According to The International Telecommunication Union (ITU) 2017
reports, by 2016, the world generated 44.7 million metric tonnes (Mt) of e-waste and only
20% was recycled through appropriate channels (Baldé, Forti, Gray, Kuehr, & Stegmann,
2017)These human caused environmental problems reveal the necessity of the adoption of the
sustainability phenomenon that requires the protection of natural resources and effective use.

In this context, the success of environmental conservation activities is gaining
importance. However, there are some challenges facing on the protection, preservation,
management, or restoration of natural environments and the ecological communities
processes. First of all natural processes and interaction with human activities should be
understand correctly. In this process, various disciplines and related organizations that need
expertise should work together. Secondly, required data should be determined and the data
must be collected, stored and shared. In addition to all these, the most appropriate decision
should be made in the shortest time by using various kinds of data. It is important to ensure
that all stakeholders, including decision makers and practitioners, as well as citizens are
involved in achieving the goal of a sustainable World ((EEA), 2016).

In this regard, developing technology can contribute to solving environmental
problems and provide the effective use of available resources in the context of reducing
environmental degradation. Environmental observatory techniques and environmental Virtual
Observatory (EVO) techniques are the sample of advance geospatial technologies that can be
used to solve environmental problems and provide environmental awareness as tools to
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facilitate the access to information and to enable the processing and association of the
information gathered, to make the data meaningful and to enable multiple stakeholders to
work in a common platform.

In this study, virtual observatories and EVOs are explained, the potential role to be
played by Environmental Virtual Observatories(EVOS) in resolving today's environmental
problems examined.

ENVIRONMENTAL VIRTUAL OBSERVATORIES TECHNIQUES (EVOs)

Earth science includes the main disciplines (eg.engineering) that need a modelling and
visualising the earth environment. Especially in environmental managemet process, obtaining
earth data, integrating with different platforms, simulating environmental process and making
correct desicion making is important for sustainability.

With this regard, collected earth observation data by using sattelite technology has
increased considerably over the last decades. Each day several terabytes of data per day
collected and transmitted to earth. Managing this huge data is the major problem for various
agencies forinstance ESA (European Space Agency), NASA(National Aeronautics and Space
Administration) and European National Space Agencies. To make the accesible these huge
environmental observation data with end users, agencies designed and implemented
technologies for developing Environmental Virtual Observatories(EVOs). One of the example
application is TELEIOS which has designed and implemented technologies for developing
EVOs. Environmental virtual earth observatories enable satellite data together with other
kinds of external data (e.g., maps or information from the Web) to be combined, to extract
knowledge that is the basis for the development of applications targeting Environmental
Observatory scientists, decision makers and the general public.

Generally, EVOs enable rapid exchange of new information and decentralisation of
information flows from various data archives and sensors, whether ground-based or remote, to
any web-enabled device such as computer tablets and smartphones. A review of EVOs
indicates wide-ranging applications as a decision support tool for the management of water
resources, natural hazards, biodiversity etc. These Technologies enable integrated
representations of complex, multi-dimensional environmental processes, for instance,
visualisation of flooded areas in multiple river basins or large scale weather systems.
Karpouzoglou et al.,(2016) summarizes the types of EVOs and their properties in Table 1.

By using EVOs, scientific data become more accessible. EVOs provide decision makers to
inform and empower citizens more easly. Thanks to these possibilities, data generation
increases, making collaboration between diverse stakeholders become easier. By using EVOs,
solutions can be produced for such environmental problems (Environmental Virtual
Observatory, 2012);

e How would a major drought affect water availability for power generation?
e How can land managers manage flood risk?

e How can we develop a better understanding of catchment functioning using the Virtual
Observatory

e How can we bridge the gap between scientific modelling and decision making?

e How can we better predict floods and improve flood risk management?

e How would a major drought affect water availability for power generation?
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Table 1.Types of EVOs and their properties (Karpouzoglou et al., 2016)

Types of EVOs and properties

Classification Description Properties of Sources of Examples
interest uncertainty
Environmental sensor Technologies that support Decentralised Measurement errors Weather stations, Earth-
networks measurements of the communication of (biases, equipment observing satellites
physical environment observations failures)
Data and knowledge Web-hosted platforms that Openness, Unverified content EPA STORET/WQX®
hubs/portals allow upload and anonymity, (a-) Data Observation Metwork for
download of content synchronicity Earth (DataONE)”

USGS National Water
Information System®

EarthCube”
WeAdapt®, Mountain
Observatories'

Environmental data Web-hosted platforms that Openness, Errors from Weather forecast websites
visualisation and enable visualisation of timeliness interpolation and NCSA Virtual Sensor System [12]
monitoring platforms spatiotemporal data on rescaling of TELEIOS [13]

real-time and non-real time measurements Mid-Atlantic Watershed Atlas
basis [14]; World Bank’s eAtlas?

Environmental modelling Web-hosted platforms that Openness, Errors from EVOp [15]
platforms/decision-support  allow exploration and anonymity, (a-) interpolation and Water2Invest [16]
systems analysis of data under synchronicity, rescaling of eHabitat-GEOSS (Global Earth

various scenarios/decision feedback loops, measurements, Observation System of Systems)

pathways with partial or collaborative simplification of [10]

total control over the leaming known processes, BioVel [17]

scenarios and methods of and non- Model Information Knowledge

analysis representation of Environment (MIKE) [18]
unknown processes. Water World [19]

® Source: hitp://epa.gov/storet/; URL snapshot, hitps://archive.is/OlmQj [archived 09.06.15]

® Source: https:/fwww.dataone.org/; URL snapshot, https://archive.is/kS0Ep [archived 09.06.15]

® Source: hitp://waterdata.usgs.gov/nwis; URL snapshot, hitps://archive.is/A0Tp4 [archived 09.06.15]

9 Source: hitp://earthcube.org/; URL snapshot, hitps://archive.is/1XQm [archived 09.06.15]

® Source: hitps://weadapt.org/; URL snapshot, hitps://archive.is/4imAV [archived 09.06.15]

! Source: hitps://www.google.com/maps/d/w/0/viewer?mid=zhfDZt-F7c_g.kOONzFyPYChQ; URL snapshot, hitps:/archive.is/q08Dg [archived
09.06.15]

9 Source: http://data.worldbank.org/products/data-visualization-tools/eatlas; URL snapshot, https://archive.is/VffzZ [archived 09.06.15]

EVOs can make significant contributions to environmental protection applications as
an effective tool in data management, data analysis, simulation process and decision-making.
The ability to create a platform to bring together the knowledge of scientists and people with
local knowledge provides reaching the right decision. BY using EVOs, it can produce real-
world simulations, games, interactive group exercises. These applications can be increased by
increasing the number of participants, making the right decision in environmental projects and
moving all stakeholders to a common goal.

In addition, interactive groups made with observatory techniques used in the
education, medicine and health, travel, culture, sport and recreation, games, experiences
exercises. These practices have also contributed to environmental awareness, sustainability
and environmental conservation. For example in 2016, The Virtual Human Interaction Lab
(VHIL) released a short documentary and an interactive VR game about the issue of ocean
acidification, or how excess CO2 in the atmosphere is turning the ocean waters more acidic,
affecting marine life (The Stanford Ocean Acidification Experience, 2016). The other good
example is in the Museum of the City of the New York, Future City Lab Kubi Ackerman,
Director of the Future City Lab, makes an innovative, interactive applications for trying to
improve the environment of New York City (Museum of the City of Newyork, 2019). The
Lab invites citizens to consider the big challenges facing New York City today and to imagine
approaches and solutions for a better future. The exhibition captures the pulse of the city
through creative design games, immersive data-driven animated maps, dynamic data
visualizations, and artistic interpretations of New York’s diverse subcultures, street life, and
the sometimes invisible but prevalent patterns of city living. Together they bring
contemporary history to life and invite citizens to help imagine the city’s future. There is lots
of applications for environmental awareness. NASA’s “Earth Now” app displays real-time
global satellite data of planet’s vital signs. This 3D app can be human activities go-to source
for carbon dioxide conditions, gravity anomalies, ozone levels over Antarctica and more.
NASA’s educational game Offset, is part-pong, part-resource management and 100 percent
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retro. The goal in that game is to slow the pace of global warming, and players learn about the
global carbon cycle, different carbon sources and ways alternative energy and reforestation
can help offset those sources (Climate Mobile Apps, 2019).

FINDINGS AND DISCUSSION

In this study, it is seen that in our world where the necessity of effective
management of natural resources is increasing day by day, efficient management processes of
natural resources can be utilized by using advanced technology tools such as EVOs. Thanks to
these systems that facilitate the understanding of complex processes by collecting, storing,
managing, sharing and analyzing data, natural resources can be more accurately managed in
the future. In addition, it is seen that EVOs are an effective tool in facilitating the participation
of various stakeholders, which is an important criterion in the right decision making process.
In addition, by using geospatial products produced through this platform, benefits are
provided for various purposes such as ensuring the participation, training and persuasion of
stakeholders.

CONCLUSIONS AND RECOMMENDATIONS

In this study EVOs are explained and wants to show with the examples how EVOs supports
the sustainable resource management and environmental protection-conservation processes.
As a result of the research, it is seen that EVOs applications are gaining importance and
increasing the data every day and it is seen that EVOs applications are an effective tool in data
protection, visualization of data, sharing with decision makers and all other stakeholders, high
persuasion ability and environmental protection applications. Also, by using these advance
technologies, it can help people gain a deep appreciation of environmental challenges.
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ABSTRACT

The birth of virtual reality has begun in the 1950s and 1960s with a device named “the
ultimate display”. Today, the augmented reality and virtual reality have reached their current
state as a result of interest in virtual reality and rapid advancement in technology. Nowadays,
interest in virtual reality is continuously increasing. Computer games and videos take first
place among the sectors demanding virtual reality applications. In addition, virtual reality
technologies have recently become popular in medical, educational and military fields. For the
companies, on the other hand, virtual reality applications are a matter of research and interest
in terms of their applicability to minimize the costs during a variety of operations.

In the manufacturing sector, it is possible to use virtual reality applications efficiently
both for production and marketing stages. During the first phase of the production process,
virtual reality technologies can be valuable tools to minimize the time and money losses
resulting from trial and error methods. Besides, virtual reality is supposed to provide attractive
and useful solutions to the market and present a diversity of products to customers, especially
in cases where the products are in different types, models, volumes, designs and difficult to be
transported. In this case, virtual reality applications can help the companies to present most of
their product ranges and give customers the opportunity to experience as many of them as
possible. Within this context, the main idea of this study is to examine the possible application
fields and cases of virtual reality applications in the field of industry and administration so
that value-added solutions are proposed to facilitate the operational processes.

Keywords: Cost Saving, Industry, Virtual Manufacturing, Virtual Marketing, VR.
Introduction

Augmented Reality (AR) and Virtual Reality (VR) have been seen as entertainment-
oriented technologies due to their ability to bring the digital and real world together. However,
in reality, it has much more use than just entertainment. AR and VR technologies have the
potential to have more practical applications beyond a virtual game. Experts agree that AR
and VR are efficient technologies for modifying information communication and sharing as a
consumption activity. In the business sector, VR can offer significant advantages on processes
such as production, marketing, design, and communication.

The concept of virtual manufacturing was presented by researchers from the
University of Maryland in 1995 (Lin, Minis, Nau, & Regli, 1995). The major challenge in
designing and producing a new product with a marginal benefit is the lengthy design process
and the extra cost. Such a problem is seen in large, small and medium-sized enterprises
(SMEs). Observed problems in SMEs are generally not solved by computer-aided
technologies, which cause time and money losses. The integration of sector-leading
companies with new and developing technologies in the AR / VR area aims to reduce the time
and money losses associated with all processes from product design to marketing. Besides,
VR allows customers to experience a product even if it is not in a physical environment. VR
provides a different, catchy and impressive environment for potential consumers (Pine &
Gilmore, 1998, 1999; Schmitt, 1999). The effect of this environment is beyond traditional
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two-dimensional (2D) screens. Research has shown that in some cases this effect may even
exceed the actual situation (Villani, Repetto, Cipresso, & Riva, 2012). The key application of
VR is brand management. For example, with an exclusive partnership with Oculus Rift,
Nissan IDx provided the opportunity for its customers to design their own cars using VR at
the Tokyo Motor Show in March 2018 (Sidhu, 2019). The Volvo XC90 presents customers a
VR based driving experience before buying a new car (Volvo, 2019). Honda also has a VR
application to experience the use of the ultra-fast Honda motorized Dallara (Honda, 2016).

To sum up, the AR and VR technologies can provide data that can help detect, correct,
and modify flaws in product design. Additionally, companies may influence their potential
customers by providing a more realistic approach to marketing and advertising through these
technologies. Thus, the companies which do not produce a real prototype or show a real
product in the showrooms save considerable time and money by using AR and VR
technologies. Within this context, the aim of this study is to examine the possible application
fields and cases of VR applications in the field of industry and administration. Accordingly,
value-added solutions will be proposed to facilitate operational processes. In addition to using
VR applications in gaming, design, retail, industry, and marketing, the course of investments
in the market has been evaluated. Specific examples have been presented for the use of these
applications. As a result, the current state of these technologies has been determined.
Innovative recommendations have been presented about how to evaluate this technology in
the future.

What are AR and VR?

There are many definitions for AR and VR. AR and VR are a way of expressing a
virtual object in the real world. According to Aukstakalnis and Blatner (1992) “VR is a way
for humans to visualize, manipulate and interact with computers and extremely complex
data”. In other words, VR is “a rapidly developing computer interface that strives to immerse
the user completely within an experimental simulation, thereby greatly enhancing the overall
impact and providing a much more intuitive link between the computer and the human
participants” (Mujber, Szecsi, & Hashmi, 2004). Nasa (2016) defines VR as “the use of
computer technology to create the effect of an interactive three-dimensional (3D) world in
which the objects have a sense of spatial presence”. AR is “an enhanced version of the
physical, real-world reality of which elements are superimposed by computer-generated or
extracted real-world sensory input such as sound, video, graphics or haptics” (Schueffel,
2017).

VR applications have been used for a long time. Recently, however, the use of VR has
accelerated. This is because the amount of money that consumers have to pay to have a VR
equipment has decreased rapidly. The purpose of the VR goggles is to create an environment
capable of displaying an unlimited 3D object that cannot be associated with a normal screen
TV or computer monitor (Figure 10). The position of AR and VR between the real world and
the virtual world is shown in Figure 11 with the continuity of reality-virtuality. According to
Milgram and Kishino (1994), reality decreases from left to right, and virtuality increases. The
main idea in AR is to support the real world with digital content while the main concept in VR
is to replace the real world.
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Figure 10. Representation of VR (Alkan, 2019)

I Mixed Reality (MR)

ﬁ _
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Figure 11. A simplified representation of a "virtuality continuum” (Milgram & Kishino,
1994)

It is necessary to mention some basic information on VR before getting into details.
Three basic components are required in order to set up and use a VR application successfully.
The first one is a computer, console or smartphone that can run an application or game. The
second component is a headset that holds the screen in front of the eyes (this may be a
smartphone screen). The final components are head tracking, hand monitoring, controls,
audio, buttons on the device or touch panels and various inputs in the device control
algorithm. VR devices are commonly referred to as Head Mounted Display (HMD).

Two different broadcasts are sent with one or two screens for each eye by the VR
devices. There are also lenses placed between the eye and the broadcast device. For this
reason, VR devices are commonly referred to as VR glasses. These lenses allow the image to
be focused and reformatted for each eye. It gives a new perspective to the 2D image and
creates a stereoscopic 3D image where the user can see the world in a different way ever than
before. In order to create a satisfactory image in the eyes of the user, the image converted to
3D must have at least 60 frames per second (Alkan, 2019).

Through AR, virtual content can be used in the real world. This is possible with the
help of digital functions. These help functions can be used to provide information such as the
shortest route to a product in the supermarket, the method to assemble a new shelf group or
the operating instructions of the satellite navigation in the car. In the entertainment industry,
"AR" is widely used in games. Possible applications of "AR" are mainly dependent on the
device. With an AR application, the dinosaurs on the table can come alive or virtual toy cars
can be passed from the living room, which is furnished with virtual furniture selected from a
catalog. AR and VR are new technologies that branding companies and advertisers can use in
many different ways to attract consumers' attention. This technology provides users with an
immersive experience with high emotional intensity and it supplies a more significant impact
than traditional methods. Thus, it affects both customer relations and brand recognition
positively. The use of such strategies at the right time with high-quality content can provide
the best possible final result for customers and brands.
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A Brief History of VR

The birth of VR has begun in the 1950s and 1960s with the device named “the ultimate
display” (Sutherland, 1965). The AR and VR have reached their current states as a result of
the interest in VR and the rapid advances in technology. Given some of the studies
contributing to this development, the chronological ranking is seen as follows.

The first idea of an HMD was patented by Thelma McCollum in 1943 (Figure 12.a.)
(Thelma, 1945). Morton’s Telesphere Mask was designed to provide stereoscopic television
and sound, and it was patented in 1960 (Figure 12.b.). In 1962, Sensorama machine was built
by Heiling after years of work. This machine was an arcade-style cabinet with a 3D display
with a wide field of view, sound, vibrating seat, and scent producer (Figure 12.c.) (M. L.
Heilig, 1960). Comeau and James Bryan developed the Headsight in 1961 which was actually
the first fabricated HMD (Figure 12.d.) (Comeau, 1961). In 1968, lvan Sutherland developed
the first HMD system called “Sword of Damocles”, which displayed output from a computer
program in a 3D stereoscopic display (Figure 12.e.) (Steinicke, 2016).

Nearly the same time in 1968, Thomas A. Furness, from U.S. Air Force, designed and
built visual display systems for the cockpits. These systems were the first VR-based
prototypes of flight simulators. After 20 years of work, this system has become a special
program known as the “Super Cockpit”. Thus; In the 1980s, Thomas A. Furness became the
owner of the title “grandfather of VR” (Figure 12.1.) (Delaney, 2014).

Aug. 28, 1962 M. L. HEILIG 3,050,870
HEILIG 2,955,156 SENSORAMA SIMULATOR
US FOR INDIVIDUAL USE Filsd Jan, 10, 1961 8 Sheete-Saeet 3

Oct. 4, 1960 _—

Filed May 24, 1957

\ il Monr b i
SRR TR S A Lol 8 Ol
a) McCollum’s  stereoscopic b) Morton Heilig’s €) Morton Heilig’s
television apparatus Telesphere Mask (M. L. Sensorama  simulator
(Thelma, 1945) Heilig, 1960) (M. L. J. U. S. P. Heilig

& Trade Office)
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Figure 12. Development of VR

In the 1990s, Virtuality Group PLC produced the first VR games. In virtual game
machines, players played these games with real-time stereoscopic images, joysticks, and other
players on networked units (Delaney, 2014). Followingly, in 1999 Ford began using VR for
design and production of its vehicles (Gaudiosi, 2015). And since then, the use of VR has
become widespread and has been preferred in manufacturing industries.

The development of VR has accelerated in the 21st century, mainly due to the rapid
decline in prices in computer technologies. On the other hand, smartphones allowed
lightweight and practical use in VR. Thus, AR has become part of everyday life. It would not
be wrong to say that one of the sectors that most quickly adapted to VR technology is the
entertainment sector. With the education sector, which is one of the disciplines that VR
technology is most efficiently utilized, distant education started to become of better quality.
Thanks to these technologies, students were able to comprehend the lessons easier with the
created virtual environment, in particular, for physics and geography lessons during which 3D
environments were easily developed. The 3D presentation of the human body in the health
sector has also increased the practical achievement in various topics and especially risky
surgical applications. Additionally, the use of VR technologies in architecture and
construction sector, which is one of the areas where visuality is the most necessary aspect, has
become very important. VR technologies provide many possibilities and opportunities for the
construction industry. Before construction, this technology allows clients to walk into a VR
model and realistically see their future house. It is now possible to present natural beauties,
historical sites and museums in a 3D and realistic environment with VR technologies without
going to the real place. The fact that VR is an application that can be quite useful for the
international promotion of countries inevitably proves that it is also important and extremely
useful in the tourism sector. To sum up, today, VR, which has a significant place in the
industry sector, is also used in many different areas of the business sector, such as education,
production, marketing, and advertising.
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Use of AR and VR in The Game, Design and Retail Sector

Digital technology is rapidly evolving. Concordantly, enterprises also develop
themselves in the same direction. According to the surveys conducted in 2018, the expected
investments for AR or VR technologies are expected to be around 59% in the game sector,
26% in education and health sectors, and 20% in marketing and advertising sectors. These
rates are followed by daily living activities (such as sports and concerts) and military activities
(19%), cinema-television (18%), and retail (17%) (Figure 13Hata! Basvuru kaynag
bulunamadi.). Market monitoring reports show that the AR market is estimated to increase
from the US $ 2.6 billion in 2016 to the US $ 80.8 billion in 2022 (Karl et al., 2018).
According to Digi-Capital (2018), with AR technology (mobile AR, smart glasses) 85 -90
billion dollars and with VR technology 10-15 billion dollars of income can be obtained in the
next 5 years. The reason for this great difference is the opportunity to access AR technologies
and applications much easier than VR. It is predicted that AR and VR applications will
become more and more widespread day by day in every sector. Today, many companies use
this technology.

Manufacturing and automotive i 175
Retail (e.g., shopping) m 18 %
Movies and television p—m T °"
Military and defense "’ 25
Live events (e.g., sports, concerts, etc.) _Wl 34%
Marketing and advertising im0 %
Real estate (e.g., virtual showings,... pmm> " «
Healthcare and medical devices  pu— —"— 2",
Education _—2|6302 *
Gaming T

0O 10 20 30 40 50 60 70 80 90

02016 m2018

Figure 13. Sectors which expected to see the most investment directed to the development of
AR or VR technology or content in the next 12 months (Karl et al., 2018)

When some of the popular applications are investigated it is noticed that Pokemon Go
is amongst the well-known AR game for I0S and Android devices developed by Niantic Inc
on 6 July 2016 (Figure 14). The purpose of this game is to find, capture, fight and train the
virtual creatures that appear on the screen of the device which gives an impression that
creatures are popping out in the real-world environment. Hence, Pokemon Go application
needs to use a GPS device and a camera. By the end of 2016, this application had been
downloaded by 500 million people around the world ("Pokémon Go," 2018).
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Figure 14. Pokémon Go: AR mobile game ("Pokemon Go Update," 2019)

Facebook Camera Effects Platform (Figure 15) which was announced in the Facebook
Developer Conference, also uses AR technologies ("Facebook for Developers,” 2017). With
this application, developers and artists may design popular themes such as photo frames,
interactive camera effects, and masks.

Figure 15. Facebook: AR camera effects (Constine, 2017)

The Google Lens, announced at the Google | / O 2017 conference which was
organized on 17-19 May 2017, combines the phone camera with artificial intelligence (Figure
16). With this application, the objects detected by the camera are processed and saved, then
the information about the objects is given by directing the camera to the recorded objects
(Kulakli, 2018).
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Figure 16. Google Lens AR application example (Kulakli, 2018)

The Apple ARKit application, introduced at The Apple Worldwide Developers
Conference 2017 (WWDC) on 5-9 June 2017, aims to facilitate solutions for daily problems
(Figure 17). This AR application that can be downloaded to iPhones and iPads, can be used in
various ways, such as measuring object dimensions, home interior design, and finding routes
without looking at the map in complex navigation ("iOS i¢in Artirtlmis Gergeklik," 2019).

Figure 17. AR for Apple 10S ("iOS i¢in Artirilmis Gergeklik," 2019)

In August 2017, Google promoted ArCore, which is an AR platform (Swanner, 2018).
On 23 February 2018, ARCore's v1.0 was released to be compatible with more than 100
million Android devices (i¢ozii, 2018). ARCore (Figure 18) allows the smartphone to detect
and understand the world and to interact with the information by using different APIs
(Application Programming Interface) ("ARCore Overview," 2018).

Figure 18. Google ARCore AR for Android ("ARCore Overview," 2018)

With the IKEA Place AR mobile application that was developed in 2013 and
implemented in 2014, the products are shown in the desired location via smartphones and
tablets (Figure 19). Using the AR mobile application, IKEA offers an opportunity for
customers via the internet to place the products in their own homes and see how it would look
like before buying them (IKEA, 2017). AR is a breakthrough innovation that helps retail sales
to become a more accessible tool for real-life decision-making problems.
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Figure 19. IKEA AR appliction ("IKEA new catalogue and augmented reality,” 2013)

To give an example of a game played with VR, this will be the Oculus Rift ("Oculus
Rift ", 2019). Oculus Rift is a gaming device. As soon as the player wears the HMD, he or she
can move freely, browse around, see under or behind objects in a new world. With Oculus
Rift, users can meet and play with each other in the virtual world.

i "‘ " 4 -’ 3 ' -' -
Figure 20. VR game: Oculus Rift ("Oculus Rift ", 2019)

Nowadays, such applications have become quite widespread and have started to be
seen frequently in most major brands. Examples of such brands there are Adidas, Burberry,
Converse, Gap, Kate Spade, Lacoste, Nike, Zara, Lowe’s, Starbucks, Sayduck (Alvarez, 2017;
Dahlstrom, 2017; Davor, 2018; Kollinger, 2018; McDonald, 2018; Ori, 2018).

The Use of AR/VR in Industry

The industrial sector has come a long way since the 18th century. The first Industrial
Revolution (1.0) emerged with mechanical manufacturing systems using water and steam
power. In the second Industrial Revolution (2.0), mass production was introduced with the
help of electrical power. In the third Industrial Revolution (3.0), production was further
automated with the development of the digital revolution, the use of electronics and the
development of Information Technology (IT). Industry 4.0 or the fourth Industrial Revolution
is a collective term that involves many modern automation systems, data exchanges, and
production technologies (Kesayak, 2019). This revolution is a set of values consisting of the
Internet of objects, services of the Internet and cyber-physical systems. At the same time, this
structure plays an important role in the formation of an intelligent factory system (Figure
21)Figure 21. Structure of Industry 4.0 (Kesayak, 2019).
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Figure 21. Structure of Industry 4.0 (Kesayak, 2019)

This revolution will allow more efficient business models to be created in the
production environment, as each data will be collected and analyzed in a good way. Within
the content of the smart factories with modular structure with Industry 4.0, it is aimed to
monitor the physical processes with cyber-physical systems, to create a virtual copy of the
physical world and to make decentralized decisions. The Internet of objects and cyber-
physical systems will be able to communicate and collaborate in real time with each other and
with people. The Internet of services will provide both internal and cross-organizational
services and will be evaluated by the users of the value chain. The unification of these
advances and the implementation of VR technology in the fourth Industrial Revolution, which
offers new production techniques, modes of operation, more efficient methods and
opportunities, may be able to change the shape of the industrial view. Nowadays, VR is no
longer just a technology used for entertainment. Industrial producers think that this potential
application can supply a wide range of needs. In light of this progressing revolution in the
industry, VR applications will be on the side of industry workers to meet their needs.

Today, thousands of factory workers are trained with VR devices. Because VR
applications give employees an unlimited space by simulating the factory operations correctly.
With this application; logistics, IT, repairs, assembly processes are taught step by step to the
workers. Thus, they can do these works in a short time independent of a second person. In
addition, minimum costs and errors in learning development can be estimated with this
learning programme. Furthermore, training can begin before the physical installation of the
factory or while the factory is being built. Other uses of VR in the industry are summarized
below (Karapinar, 2019).

Product development and design: In product design, VR application types are
divided as virtual prototyping (VP) and simulation-based design (SBD). SBD is created via
the VP models of computer simulation techniques in product design and the interactive
construction of a virtual prototype on a virtual environment. SBD is a useful method for
obtaining the most suitable design solution when evaluating product design alternatives (Kan,
Duffy, & Su, 2001). When new products are needed to be tested and evaluated, AR
applications give productive results during the review phase of the product. AR offers product
evaluation with 3D virtual models without wasting time and money of producing real
prototypes. For example, Volkswagen uses AR to compare the calculated and actual crash test
images (Lima et al., 2017). Aviation, automotive, real state, and other industry sectors also
use AR and VR technology for the design of their products.
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Maintenance and Installation: In the event of a failure, the AR application can
diagnose the problem of the machine and visually guide the operator for quick maintenance
and easy repairing. Through the AR program, the operator can monitor the overlapping
information about how to perform certain repairs via the tablet. Factory and warehouse
employees as well as employees performing on-site service, while doing manual work such as
maintenance or repair, can benefit from AR devices that regulate workflow by providing
access to information without the need for hand use. Boeing, BMW, and Volkswagen use AR
in the assembly line to improve manufacturing and assembly processes (BMW, 2019; Boeing,
2018).

Supply chain: GE Healthcare employees producing MR device parts in South
Carolina can easily supply and deliver incoming orders via smart glasses. Employees are
directed to the area where the ordered item is stored. Thus, the order can be sent as soon as
possible. Research shows that this application provides a 46% increase in productivity
(Karapmar, 2019; Kloberdanz, 2018).

Education: Education is one of the areas where producers take advantage of VR. The
British engineering company BAE gives training to its engineers on virtual ships. Engineers
can inspect and analyze systems with virtual tours and test them in a virtual environment by
making necessary changes (VR Brief, 2016). GE engineers also test the Evolution series
locomotives in a virtual environment (GE, 2017).

Safety applications: New AR applications allow the user to see inside a closed metal
cabinet and allow a problem to be identified without having to physically open the box. Thus,
it is possible to evaluate the internal environmental conditions while the equipment continues
to operate. This increases overall security and reduces security risks. VR allows the
simulation of hazardous situations such as chemical spread, dangerous machines, and noise in
factories. Thanks to VR, what to do in such cases can be determined without risking the
employees.

Considering the current applications and planned applications of VR in the industry
sector, it is foreseen that VR technology will be widely used in the industrial area in the
future. Accordingly, the expected revenue from the AR and VR sectors is shown in Figure 22.
HMDs which are widely used by mass consumers will soon be seen on the heads of factory
workers.
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Figure 22. Expected Revenue from Enterprise AR and VR Industry Sector (Digi-Capital,
2018)
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Results and Suggestions

Through recent advances in VR applications, VR is now used in different engineering
and business activities such as modeling, product design, process simulation, and marketing.
VR is of great importance for time and cost savings in the industry. VR interacts with objects
to supply an environment for visualization of products in a 3D environment. At the same time,
it provides more effective decision-making.

The products can be tested with virtual prototyping before the goods are produced,
with the help of VR and other advanced technologies. In this case; there is no need for
iterative production of goods in order to provide the best product. This task can be done in a
virtual way. The cost of the test is much lower than the use of actual prototypes as a result of
the VP product design (Dai, 1998). In addition, when a product is physically tested, the
product either passes this test or not. This stage usually lacks the detailed information on the
reason of the failure in case the product does not pass the test. Besides, it is not possible to
know how long the successful product will withstand the actual conditions. However, with a
simulation application, it is possible to reach detailed information before producing the
product (Uysal, 2005). Finally, some developments that can be achieved in the industry by
using VR are listed below.

e Users can control all elements of factories with remote collaboration support in live
environments.
e VR applications can be widely used at trade fairs for almost all global industrial

manufacturers.

e Companies can use VR applications to build intelligent new technologies for industrial
applications.

e Users can share information with web-based systems in the physical systems of
factories.

e Robots and smart products using VR can make decisions and communicate with each
other to provide flexibility in the factory production.

e Automated logistics systems operating with robotic machines can be adjusted to their
production needs.
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OZET

Son yillarda iiretilen verinin bircogu mekansal bir boyut kazanmistir. Mekanla iligkili
olan bu veriler genellikle iki boyutludur. Yakin ge¢miste biiyiiyen yapilarin yonetilme
zorluklari, i¢ mekan navigasyonuna olan ihtiyag, gercek diinyada hayata gegirilmeden Once
proje ve planlar iizerinden yapilan analiz ve gorsel caligmalara olan ihtiyag, mekansal verilere
ficiincii boyutun kazandirilmasini gerekli hale getirmistir. Ugiincii boyuta sahip mekansal
veriler kentsel calismalarda mimariden, yer alt1 modellemesine kadar c¢ok cesitli alanlarda
kullanilmaktadir. Yerel yonetimler 6zellikle yer tstiindeki nesnelerin {igiincii boyutta temsili,
modellenmesi konusuna agirlik vermektedir. Kentleri meydana getiren en Onemli
bilesenlerden olan yapilar, 3 boyutlu (3B) kent modellerinin 6énemli bir pargasidir. 3B kent
modelleri ile afet, kirlilik, goriintrlik ve siluet analizleri gibi bir¢ok ¢alismada
kullanilmaktadir. Goriiniirliik analizleri i¢inde yer alan siluet analizi, kentsel planlamada kent
mimarisini korumak ve imar planlariin iiretilmesinde dogru kararlar verebilmek agisindan
biiyiik 6neme sahiptir.

Istanbul silueti, 1950’1i yillardan itibaren yogun kentlesme nedeniyle bircok degisim
yasamustir. Bu siluet degisimi panoramik fotograflar {izerinden tespit edilebilmektedir. Ote
yandan masaiistii yazilim eklentisi gelistirilerek siluet ¢ikarimi, silueti bozan binalarin tespiti
ve bu binalarin en fazla kag katli olabilecegi tespit edilebilmektedir.

Bu calisma kapsaminda, imar planindaki yapilasma degerlerine gore yapilacak
binalarin Istanbul Bogazi boyunca daha 6nceden belirlenmis olan siluet alaninda bir
degisiklige neden olup olmayacagi arastirilmistir. Bununla birlikte siluetin bozulmamasi i¢in
nereye ne kadar ylikseklikte bina yapilmasi gerektigi, farkli noktalardan bakildiginda siluetin
nasil degistigi arastirilmistir. Yapilan ¢alismalar sayesinde imar planina gore yapilacak binalar
ile mevcut binalar arasindaki fark 3B olarak gorsellestirilebilmistir. Calismada, yazilim ve
modiil olarak CityEngine ve ArcGIS Pro yazilimlar1 ve ArcToolbox 3D Analyst araglari
kullanilmigtir. Veri olarak, sayisal yiikseklik modeli, mevcut bina, plan adasi, parsel, siluet
alan1 kullanilmistir. Sayisal ylikseklik modeli 5 m mekansal ¢oziiniirliige sahiptir. Mevcut
bina katmani1 Kent Bilgi Sistemi’nde siirekli giincellenen bina katmanindan elde edilmistir.
Zemin alt1 ve zemin istli kat sayis1 kullanilarak mevcut binalar 3 boyutlu hale getirilmistir.
Plan adasi katmani, taban alani kat sayis1 (TAKS), kat alan1 kat sayis1 (KAKS), 6n, yan ve
arka bahce ¢ekme mesafeleri, bina yliksekligi ve kat sayis1 gibi temel Oznitelik bilgilerine
sahiptir. Siluet alani katmam ise Istanbul Biiyiiksehir Belediyesi’nden temin edilmistir.
Calismanin s Istanbul Bogazi siluetinin Uskiidar’da kalan kismi olusturmaktadir.
Calisma kapsaminda, CityEngine ortaminda mevcut binalar kat yiiksekligine gore topografik
model iizerinde LoD1 diizeyinde 3 boyutlu hale getirilmistir. Ardindan parsel verisine ilgili
plan adasinin yapilagma degerleri yazdirilmistir. Parsel verisi CityEngine ortaminda plan
yapilasma degerlerine gore 3 boyutlu hale gelmistir. Bu iglem CityEngine yaziliminda kural
yazilarak yapilmistir. Bu sayede mevcut durum ile plana gore yapilacak binalarin durumu 3
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boyutlu olarak gorsellestirilebilmistir. Bu binalar plana gore yapilacak binalar1 temsil
etmektedir. 3 boyutlu hale gelen plan binalari, bulundugu konumdaki yiikseklikten itibaren
yiikseltilmistir. Siluet analizi i¢in Avrupa yakasinin cesitli yerlerinde sahil kesiminden
ortalama insan yliksekliginde gozlemci noktalar1 olusturulmustur. Bu noktalardan imar
planina gore yiikseltilen siluet alanindaki bazi binalara dogru CityEngine yaziliminda
goriiniirlik analizi yapilarak bir insanin o binalar1 goriip goéremedigi tespit edilmistir. Siluet
analizi icin diger yontem olarak ArcGIS Pro yaziliminda Skyline,Construct Sight Lines
(CSL), Line Of Sight (LOS) arac1 kullanilmistir. CSL araciyla gozlemci noktalarindan segilen
parsellerde imar planina gore yapilabilecek binalara dogru goriis hatlar1 olusturulmustur.
Ardindan LOS araciyla bu gozlemcilerin plana gore yapilacak binalar1 goriip géremedigi
tespit edilmistir. Skyline araciyla ise siluet alani imar planindaki yapilara gore yeniden
hesaplanmistir. Bu sayede mevcut siluet alani ile plana gore ¢ikan siluet alani karsilastirilarak
hangi yeni binalarin degisiklige neden oldugu tespit edilmistir.

Calisma ile imar plani taslagi olusturulurken hizlica siluet analizi yapilarak kat
sayisina gore siluetin bozulup bozulmadig1 tespit edilebilmistir. Calisma sonunda
Uskiidar’daki siluet alaninda imar planina gore yapilacak binalarin siluette herhangi bir
bozulmaya neden olmadig1 tespit edilmistir. Bunun basglica sebebi siluet alaninin ¢ogunlukla
bodrum kat hari¢ 4 katl1 binalara izin verilmesidir.

Keywords: 3 boyutlu imar plani, Siluet Analizi, Bogazi¢i, Mimari Doku, Kent Planlama

SILHOUETTE ANALYSIS WITH 3D DEVELOPMENT PLAN:
THE BOSPHORUS CASE

ABSTRACT

Many of the data produced in recent years have gained a spatial dimension. These data
are generally used in two dimensions. In the recent past, the need for management of growing
structures, the need for indoor navigation, the need for analysis and visual studies on projects
and plans before being implemented in the real world has made it necessary to obtain the third
dimension to spatial data. Three-dimensional spatial data are used in urban studies in a wide
range of areas, from underground modeling to architecture. Local governments focus on
representation and modeling of the above ground objects in the third dimension. Structures
which are the essential components of cities are an important part of three-dimensional (3D)
urban models. 3D urban models are used in many studies such as disaster, pollution, viewshed
and silhouette analysis. Silhouette analysis which is included in the visibility analysis is of
great importance to protect the urban architecture in urban planning and to make the right
decisions in the production of development plans.

Since the 1950s, Istanbul silhouette has undergone many changes due to intensive
urbanization. Different methods have been used to detect the silhouette changes in Istanbul.
Silhouette changes in Istanbul can be determined through panoramic photographs. On the
other hand, by developing desktop software, silhouette extraction can be performed; and it is
possible to determine the buildings that distort the silhouette along with the number of floors.
In this study, it was investigated whether the buildings to be constructed according to the
construction values in the development plan will cause a change in the previously determined
silhouette area along the Bosphorus. At the same time, in order to prevent silhouette from
being disturbed, it is investigated how high the building should be constructed and how the
silhouette changes when viewed from different points. Through the study, the difference
between the buildings to be built according to the development plan and the existing buildings
can be visualized as 3D. The boundary of the study is the remaining part of the Bosphorus
silhouette in Uskiidar. In this study, CityEngine and ArcToolbox 3D Analyst tools of ArcGIS
Pro were used as software and module. Digital elevation model (DEM), existing buildings,
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development plan, parcel, and silhouette area were used as data. The DEM has 5-meter spatial
resolution. The existing building layer was obtained from the building layer which was
constantly updated in the Uskiidar Municipality Urban Information System. The existing
buildings are made in 3D by using the number of floors. Development plan layer has basic
attributes such as base area coefficient, floors area coefficient, pull distance of front side and
back yard, building height, and the number of floors. The silhouette area layer was obtained
from the Istanbul Metropolitan Municipality. In the scope of the study, the existing buildings
in CityEngine were rendered in 3D on the topographic model in Level of Detail 1 (LOD1)
according to the floor height. Then the construction values of the relevant planning area are
calculated on the parcel layer. Parcel layer has become 3D in CityEngine according to plan
construction values. This was done by writing the rule in CityEngine software. In this way,
the status of buildings to be constructed according to the current and plan situation can be
visualized in 3D. These buildings represent the buildings to be constructed according to the
plan. The planned buildings which were made three-dimensional were raised from the height
in which they were located.

For the analysis of silhouette, observer points were created at the average height of
people at the coastal area in various parts of the European side. From these observer points
towards the buildings in the silhouette area that were raised according to the development plan
were analyzed for visibility in CityEngine software and it was determined whether a person
could see those buildings. In the ArcGIS Pro software, Construct Sight Lines (CSL), Line of
Sight (LOS), and Skyline tools were used as the other method for silhouette analysis. With the
CSL tool, lines of sight were formed from the observer points towards buildings that can be
constructed according to the development plan in selected parcels. Then, by the LOS tool, it
was determined whether these observers could see the buildings to be constructed according
to the plan. With the Skyline tool, the silhouette area was recalculated according to the
buildings in the development plan. In this way, it was determined that the new buildings were
changed by comparing the existing silhouette area and the silhouette area according to the
plan. Some of the methods used in this study were applied for Istanbul Zincirlikuyu-Maslak
region in order to determine the change of silhouette in the past .

With this study, it was determined by silhouette analysis whether the silhouette was
deteriorated according to the number of floors while creating a draft of development plans. At
the end of the study, it is determined that the buildings to be constructed in the silhouette area
of Uskiidar cause deterioration in some places in the silhouette. The main reason for this
status, in the silhouette area, mostly four-story buildings are allowed except the basement
floor.

Keywords: 3D Development Plan, Silhouette Analysis, Bosphorus, Architectural Texture,
City Planning

GIRIS

Son yillarda teknolojinin gelismesine paralel olarak elde edilen verilerin ¢ogu
mekansal boyut kazanmustir. {lk zamanlar elde edilen mekansal verilerin 2 boyutlu olmast,
ozellikle analizlerin degerlendirilmesi ve anlasilmasi agamasinda yetersiz kalmaktadir (Stoter
ve Zlatanova, 2003). Bilgisayarlardaki gelismeye bagli olarak 3 boyutlu veriye ilginin
artmasi, mekansal verilerin {igiincii boyuta taginmasini saglamistir (Zlatanova vd, 1998) (Sekil
1). Giincel tasarim calismalarinda, bilginin disa aktariminda cografi verinin {i¢ boyutlu
gorsellestirilmesi yaygin hale gelmistir (Appleyard, 1977; Monmonier, 1996).
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Sekil 1. 3 boyutlu verilerin kullanim alanlarindan 6rnekler (URL1, URL2, URL3)

Kent merkezlerinde yer alan binalar, yollar, agaclar ve enerji hatlar1 gibi objeler
bilgisayar ortaminda 3 boyutlu olarak gosterilerek (Sekil 2), 3 boyutlu kent modelleri
gelistirilmistir.  3-boyutlu kent modelleri tasarimlart mevcut durum iginde goriip
degerlendirme yapilabilmesi i¢in mimarlar, sehir plancilart ve karar vericiler tarafindan yogun
olarak kullanilmaktadir (Ross vd. 2009). 3-boyutlu kent modelleri, sehrin algilanmasinda ve
degerlendirilmesinde yogun olarak kullanilmaktadir (Ddllner vd. 2006; Kibria vd. 2009).
Tasarimsal hatalarin giderilmesinde ve diisiiniilen calismalarin karsilagtirilmasinda 3 boyutlu
kent modelleri giizel olanaklar sunmaktadir (Lange vd. 2004; Song vd. 2009).

Giliniimilizde, uygulama alanlariin genislemesi, 3 boyutlu modelleme ve analizlere
talebin artmasi cografi bilgi sisteminin de 6nemli ¢alisma konusu haline gelmistir.

e e 3 B e e e

Sekil 2. 3 boyutlu verilerin kentsel alanlarda kullanim 6rnekleri (URL4, URLS)

3 boyutlu olarak tasarlanan kent modellerinde, yerlesim alanlari, arazi bigimleri, bitki
ortiisii gibi ogeler dijital olarak temsil edilmektedir. Olusturulan bu modeller afet yonetimi
(Schulte ve Coors, 2008; Lee ve Zlatanova , 2008), kent planlamalar1 (Ban vd. 2011; Sadek
vd. 2002), bilgisayar oyunlar1 (Tiizlin, 2006), gayrimenkul degerlendirmeleri ve egitim
(Y1lmaz vd. 2014; Alrayes ve Sutcliffe, 2011) gibi pek ¢ok alanda kullanilmaktadir.

1970’11 yillardan beri, riizgar tlirbinleri, baz istasyonlar1 ve giines enerjisi sistemlerinin
kurulacagi alanlarin belirlenmesi gibi pek ¢ok alanda goriiniirliik analizi yogun olarak
kullanilmaktadir (Yang vd., 2007). Goriiniirliik analizleri icinde yer alan siluet analizi, imar
planlar1 konusunda dogru uygulamalarin gelistirilmesi ve kent mimarisinin korunmasinda
onemlidir (Kilicer, 2018). Ozellikle kentin simgesi haline gelmis binalarmn siluetini
korunmasinda 6nemli bir analizdir. Kentsel siluet kent ortaminda yer alan binalarin goriintiisii
olarak ifade edilmektedir.

Gassner (2009)’e gore, siluet, ufuk ¢izgisinde bulunan c¢ok sayida binanin dis hatlar1 olarak
tanimlanmistir. Cok katli binalar tarihsel siirecte yer almadiklari, kent dokusuna sonradan
eklendikleri i¢in olusturduklar: siluet etkisi tartismalara neden olmaktadir. Siluet analizleri ile
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insa edilen binalarin sonrasinda silueti bozdugu icin yikim karari verilmesinin Oniine
gecilmesi ve ekonomik kaybin azaltilmasi saglanir.

Mak vd. (2005), Hong Kong’da, Yusoff vd. (2014), Kuala Lumpur’da, Tafahomi vd.
(2016) Mashhad (iran)’da, Tavernor ve Grassner (2010) Londra’da, Giiney vd. (2012),
Istanbul (Tiirkiye)’da kentsel alanlarda yer alan binalarin siluetlerini iireten gesitli ¢alismalar
ylriitmislerdir.

Siluet analizleri Onceleri panaromik goriintiilerden elde edilirken (Sevkin, 2017)
ArcGIS yaziliminda yer alan, “3D Analyst” modiili ile veriler 3boyutlu olarak temsil
edilmekte ve yapilan analiz ile yapilarin siluet goriintiileri olusturularak, yeni binalarin, eski
ve tarihi bina dokusuna zarar vermemesi i¢in gerekli yiikseklikleri hesaplanmaktadir.

Istanbul Kenti’nde gelisen teknoloji ile beraber yiiksek katli binalar kent kimligi ve
kent imajin1 bozar sekilde topografyada yer almaktadir. Bu yapilar 6zellikle diinya miras
listesinde yer alan, tarihi ve dogal degere sahip Bogazi¢i siluetini bozmaktadir.

Bu ¢alismada, imar planindaki insa edilmesi diisiiniilen binalarin ¢aligma alaninda
yer alan Bogaz siluetinde bir degisiklige neden olup olmayacagi arastirilmistir. Ayni
zamanda, siluetin bozulmasini 6nlemek i¢in, binanin ne kadar yiiksek yapilmasi gerektigi ve
farkli noktalardan bakildiginda siluetin nasil degistigi arastirilmistir. Calisma ile imar planina
gore insa edilecek binalar ile mevcut binalar arasindaki fark 3boyutlu olarak gosterilmistir.

2. MATERYAL VE METOD

2.1. Materyal

Calisma alan1 olarak Istanbul iline ait Uskiidar ilgesinde yer alan Bogazi¢i siluet alani
secilmistir (Sekil 3). Toplam 6,22 km? alana sahip ¢alisma alaninda 8424 bina bulunmaktadir.
Imar planina gére %52,5 oraninda yerlesim alanma sahip alanda, %16,7 yesil alan
bulunmaktadir (Tablo1). Siluet alani katmani, Istanbul Biiyiiksehir Belediyesi'nden temin
edilmistir.

;;;;;;;

l .Call la1

Tablo 1. Calisma alanina ait alan kullanimi

FONKSIiYON Alan(m?) Oran (%)
Yerlesim alani 3159369,8 52,5
Koruma alan1 1009620,0 16,8

Yesil alan 1007202,4 16,7
Sosyal hizmet alan1 532152,2 8,8

Ticari alan 259481,0 4,3
Tirizm alam 55067,2 0,9
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2.2. Metod

Caligmada ArcGIS Pro’da yer alan 3D analist modiilu araglarindan Skyline, Construct Sight
Lines (CSL), Line Of Sight (LOS) araglari siluet analizinde ve gorsellestirmede kullanilmistir.
CityEngine ise imar planindaki yapilasma degerlerine gore insa edilecek binalarin
olusturulmasi ve ¢ikarilmasi i¢in kullanilmustir (Sekil 4).

Dowem po— —_

Sekil 4.Calisma alanina ait CityEngine yazilim1 ve Skyline araci goriintiileri

5 metre uzamsal ¢oziiniirliige sahip sayisal ylikseklik modeli (DEM) {izerine mevcut
binalar, imar plani, parsel, gézlemci noktalar1 islenerek siluet alan1 belirlenmistir (Sekil 5).
Uskiidar Belediyesi Kent Bilgi Sisteminden elde edilen yap1 katmani ve kat sayis1 kullanilarak
3boyutlu olarak modellenmistir. Imar plan1 katmani, taban alan1 katsayis1 (TAKS), kat alan
katsayis1 (KAKS), 6n ve arka bahgenin ¢ekme mesafesi, bina yiiksekligi ve kat sayisi gibi
temel yapilasma degerleri kullanilmastir.

Bu calisma igin siluetin bozulup bozulmadigini1 analiz etmek i¢in 7 adet gézlemci
noktas1 olusturulmustur.

Sekil 5. Calisma alanina ait DEM haritas {izerine islenen gbzlem noktalar
3. BULGULAR

Calisma kapsaminda CityEngine programina islenen mevcut binalar, kat yiiksekligine gore
Sekil 6’da topografik yapi lizerine 3 boyutlu olarak yerlestirilmistir.
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Sekil 6. Calisma alanindaki mevcut verilerin kat yliksekliklerine gore topografik yapida
gosterimi

Caligma alaninda imar planina gore yapilmasi diisiiniilen binalar, taban alani
katsayisi, kat alan1 katsayisi, 6n ve arka bahgenin ¢ekme mesafesi, bina yiiksekligi ve kat
sayist gibi Ozellikleri degerlendirilerek CityEngine yazilimi ile parsel alanlar iizerine
yerlestirilmistir (Sekil 7).

Sekil 7. imar plan1 yapilasma degerlerine gore olusacak binalarin parsel alanlari {izerinde
gbsterimi

Caligmanin bu asamasinda, plan ve mevcut bina modelleri ArcGIS Pro’da siluet
analizi  yapilabilmesi i¢in CityEngine'den Esri FileGDB Multipach  formatina
aktarilmistir(Sekil 8).

Sekil 8. CityEngine’dan plan ve mevcut bina modellerinin doniistiiriilmesi
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Siluet analizleri i¢in, Avrupa yakasinin ¢esitli yerlerinde kiy1 bolgelerinde yasayan
insanlarin ortalama yiiksekliginde 7 adet gbzlemci noktalari olusturulmustur (Sekil 9).
Gozlem noktalarmin segiminde insan yogunluguna ve silueti alaninin karsisinda olmasina
dikkat edilmistir. Ayrica bu noktalar turistler ve yerel halkin yogun olarak kullandig
mekanlardir.

Sekil 9. Siluet analizi i¢in belirlenen gozlem noktalari

Gozlem noktalarindan, imar planina gore kaldirilan siluet alanindaki binalara dogru,
CityEngine yaziliminda goriiniirliik (viewshed) analizi yapilarak, bir kisinin bu binalar1 goriip
goremeyecegi belirlenmistir (Sekil 10). Sekildeki kirmizi alanlar gériinmeyen, yesil alanlar ise
gorlinen alatgllarl temsil etmektedir.

Uyes Goh Shges Wedsw Hep

Sekil 10. Gozlem noktalarindan elde edilen goriiniirliik analizi

Siluet analizini degerlendirmek i¢in ArcGIS Pro yaziliminda, Construct Sight Lines
(CSL), ve Line of Sight (LOS) araglar1 kullanilmigtir. CSL araci ile gozlemci noktalarindan
secilen parsellerdeki imar planina gore insa edilebilecek yapilara dogru goriis hatlar
olusturulmustur (Sekil 11). LOS araci ile bu gézlemcilerin plana gore insa edilecek binalari
goriip goremeyecegi belirlenmistir. Ornek olarak alian kirmizi binalarin Avrupa yakasindan
gorilinlip goriinmedigi CSL ve LOS araglar ile olusturulan c¢izgilerle bulunmustur.Cizginin
yesil kismi1 goriinebildigini, kirmizi kismi goriinmedigini temsil etmektedir.
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Sekil 11. CSL ve LOS araclarindan elde edilen goriis hatt1 analizi

Skyline ve Skyline Bariyer araglariyla (URL-6),siluet alaninda kalan ve imar planina
gore yapilacak binalarin siluet alanini bozup bozmadigi belirlenmistir. Besiktag’tan bir
kisinin 0rnek yere baktiginda gorebilecegi alanlar yesil alanla gdsterilmis, bu yesil alanin
iistiinde kalan turuncu renkli bina katlar1 ise siluetin degistigini géstermektedir (Sekil 12).

Sekil 12. Skyline ve Skyline Barrier araclariyla yapilan siluet analizi
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4- SONUC ve TARTISMA

Ortagag’dan beri siluet kavrami, simgesel yapilarin belli oldugu, bir kentin tiim
gorliinimiinii yansitacak ¢izgi olarak tanimlanmaktadir. Gelisen diinyada yiiksek katli
binalarin kentlerin siluetini etkiledigi bilinen tartisma konusudur. Sanayi devrimiyle beraber
gelisen goc hareketleri, yesil alanlarin degisimi, kiy1 bolgelerindeki doniisiimler ve giderek
artan yiiksek katli binalar Istanbul Kenti’nin siluetini degistirmektedir. imar plan1 yapim ve
uygulama asamalarinda kentsel alanlarin siluet goriintiilerinin yapilmasi ve olusacak
degisimin belirlenmesi Onemlidir. Kentin estetiginin saglanmasi ve yasam kalitesinin
artirilmasinda kent siluetinin korunmasi énemlidir.

Calisma ile imar plani taslagi olusturulurken siluet analizi yapilarak kat sayisina gore
siluetin bozulup bozulmadig: tespit edilmistir. Calisma sonunda Uskiidar’daki siluet alaninda
imar planina gore yapilacak binalarin siluette herhangi bir bozulmaya neden olmadig: tespit
edilmistir. Bunun baslica sebebi siluet alaninin ¢ogunlukla bodrum kat hari¢ 4 katli binalara
izin verilmesidir.

Sonraki caligmalar i¢in imar planina gore yapilabilecek binalarin cati paylari, daha
hassas sayisal yilikseklik modeli kullanilarak ¢alisma daha kaliteli hale getirilebilir. Ayrica
CityEngine ile yapilan mevcut ve plan binalar1 web ve mobil ortamlar i¢in yayinlanarak daha
seffaf bir yap1 kurulabilir. CityEngine ile Oculus Go ve Samsung Gear VR baglik seti icin
uygulamalar yapilandirilabilir. Bu sayede plana gore yapilacak calismalar daha gercekei halde
yerinde gozlemlenebilir.
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ABSTRACT

Today digital 3D models are used widely in different areas such as games, tourism,
city models and cultural preservation. In recent years, with the rapid progress of technology
such as Laser Scanners, Photogrammetry, and Computer Vision technology, it is becoming
easier to generate 3D models. But data collection is always a challenge due to different
reasons. Today, the use of smartphones and social media has made the internet a data
warehouse. This study, it is investigated the usability, advantages, and disadvantages of
images obtained from the internet to produce 3D monument models. In this regard the images
of three selected monuments of the UNESCO world heritage list for Turkey were obtained
from social media accounts. Then, these monuments were modeled by using open source
software. The scenario of the study starts from the unconditional images browsing from
internet and finally ends with the 3D model generation.

Keywords: Photogrammetry, SfM, Social Media, Cultural Heritage, 3D modeling

1. RESEARCH AIMS

There are more than fifteen archeological sites registered in the UNESCO world
heritage list in Turkey. These sites are frequently visited by domestic and foreign tourists.
Hundreds of thousands of images are taken by tourists in these areas and shared with the
social media with the location and name tags. The main aim of this paper is to inspect the
capability of 3D model generation of ancient monuments by using images obtained from
social media and to examine advantages and disadvantages. In this context, 3 monuments;
Lion Gate of Hattusha, The Medusa Head in the Basilica Cistern, and The lvriz Cultural
Landscape from UNESCO world heritage list of Turkey were selected. The images are
browsed in the social media tags and modeled.

2. INTRODUCTION

Within the last decades, an increasing number of studies have been published about
digital three-dimensional (3D) model generation, thanks to the development of sensor
technology such as laser scanning and digital cameras. These technologies are classified as
range based and image based. The 3D model may be needed for different disciplines in
different purposes such as modeling of terrain, city, and archeological artifacts, and digital
prospection or archiving of cultural heritages. Due to the laser scanning allows to get highly
dense, accurate, and reliable 3d point clouds of an interested object (Rau, 2015), it has been a
popular tool in recent decades.

Nowadays, with the remarkable advancement of Computer Vision and
Photogrammetry, the image-based modeling becomes as a rival for laser scanning
(Vosselman, 2012). Some remarkable advantages of image based modeling are that: it is low
cost and contains color information (Shao et al., 2016); any kind of camera (calibrated or un-
calibrated) can be accepted (Garcia-Gago, 2014; Tanskanen, 2013) and it may produce point
cloud denser than a laser scanner (Remondino, 2014). This image-based approach, named as
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Structure from motion (SfM) is a newly popular low-cost Photogrammetry method compared
to its competitors.

As is well known, the rapid development and widespread use of smartphones, cameras
and internet technologies can provide digital images at almost any time and in any
environment. So much so that people now record their moments digitally, from the places
they visit to their own image (Selfie). Moreover, these images are shared in internet with
social media such as Instagram and twitter with location information. This situation has
become so intense that according to the Daily Mail report in 2016, 729 new images were
uploaded to Instagram every second (Daily Mail Online, 2016).

Considering that the Internet is a large cloud data warehouse, these shared images also
constitute a serious source of data. This data collection method can also be called unconscious
crowd source. Because, those who acquired the images do not share any common purpose.
There are several academic studies that are relevant to this approach. In the literature, Snavely
(2009) worked on the automatic collection of images of desired locations and the calculation
of photo shooting positions in the doctoral dissertation. Basher (2017) modeled a few
sculptures using video from the internet . Tanskanen (2013) made a similar work in the
museum by taking a video by smartphone. This study examines the advantages and
disadvantages of images shared in social media in 3D modeling of cultural heritage
monuments. In this context, the images of three selected monuments of the UNESCO world
heritage list for Turkey were obtained from social media and modeled in open source
software.

3. METHODOLOGY

Although the SfM approach is developed by the computer vision community in order
to get an automatic feature-matching algorithm, yet it operates under the same essential
conditions as Stereoscopic Photogrammetry (Westoby et al., 2012; Micheletti, 2015). The
overlapping images are used in order to get a 3D form of interested object. However, there is
a fundamental difference between traditional Photogrammetry and SfM. In traditional
Photogrammetry, 3D position of the camera(s) or 3D position of ground control points (GCP)
have to be known to determine the 3d location of points within an image. In contrast, the SfM
determines the geometrical parameters (orientation, internal and external parameters)
automatically without any pre-defined set of known GCP (Westoby et al., 2012). Instead,
these parameters are solved synchronously using a highly overlapped image set with
automatic identification of matching same features (Snavely, 2009). Then, an iterative non-
linear least-squares minimization process estimates the camera positions and object
coordinates by tracking matched features image to image.

Comparing with the traditional Photogrammetry, the determined camera positions are
in the image space which means there is no scale and orientation, considering the object
space. This issue can be overcome with a 3D similarity transformation by using a small
number of GCPs (Westoby et al., 2012). To get a useful 3d geometry of the object, the images
have to fully cover of the object which means the camera captures the images from different
positions by means of moving, as the named structure from motion (moving sensor) in the
scientific literature.

The first step of a STM workflow is to determine the positions of matching features in
numerous images captured from various angles, but firstly, the feature points has to be
identified in every single image. To pass this step, Scale Invariant Feature Transform (SIFT)
developed by Snavely (2008) as a feature recognition approach. The SIFT establish the
structural relationships between the image capturing locations in an arbitrary 3-D coordinate
system by identifying common feature points across the image set (Micheletti, 2015). The
measured image coordinates transformed into a 3d point of interested objects by using a
sparse bundle adjustment (Snavely, 2009). As the result, 3d sparse point cloud object is
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obtained at the local 3d coordinate system. It should consider that, some data-based conditions
such as texture, resolution, and illumination may affect the feature points and final point
cloud.

Then the sparse point cloud is intensified by applying the Clustering View for Multi-
view Stereo (CMVS) and Patch-based Multi-view Stereo (PMVS2) algorithms (Furukawa,
2010). CMVS separates the overlapping input images into clusters by using camera positions
obtained from SIFT as input. Then PMVS2 produces a dense point cloud from these clusters.
A summary workflow is at Fig. 1.

The obtained dense point clouds are manually cleared from redundant points. Then the
Poisson surface construction algorithm which is proposed by Kazdan et al. (2006) is applied
to get 3D models. This algorithm indicates that a surface reconstruction can be expressed as a
Poisson problem. Getting this allows a fine detailed surface from a noisy point data.
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Fig. 1. The basic workflow from image browsing to 3D model generation.

4. APPLICATION PIPELINE

The application is performed in VisualSFM open source software (Wu, 2013).
VisualSFM is a GUI software for 3D reconstruction using SfM. VisualSFM runs SIFT for
detection and matching feature, and bundle adjustment. For dense reconstruction, this
software executes PMVS/CMVS algorithm. The first step is uploading the photographs into
the software. After all photographs are recognized by the VisualSFM, the feature matching
step begins by selecting the tool. The interface of GUI is very simple and user friendly.

The sparse point cloud is produced after matching step. Then, the dense point cloud is
generated by using PMVS/CMVS algorithm tool. Once the process has completed the dense
reconstructed point cloud shows up in the main window of VisualSFM. All steps are recorded
at a created new folder in the original dataset folder automatically. The final dense cloud is
saved in a sub folder of “models” as “.ply” format.

For further processing, the dense point cloud is uploaded into the MeshLab software
(Wu,2013). It is also an open source, extensible, and portable system for the editing, cleaning,
healing, inspecting, rendering and converting of 3D data. The final model of the object is
generated here by using the Poisson Surface Reconstruction tool after the cleaning process.

81



5. SELECTED MONUMENTS

5.1. Lion Gate of Hattusha: the Hittite Capital

Hattusha, the Hittite Capital, was added to the world cultural heritage list by UNESCO
in 1986, is located in Corum Province, in Turkey (Hattusha, UNESCO). An ancient wall more
than 8 km in length encloses the whole city. There are many well conserved remains of rock
art. The city has five gateways such as: the Lion’s Gate (Fig. 2), the King’s Gate, and the
Sphinx Gate. In brief, Hattusha is a remarkable archaeological site with its incredible
settlement organization and rock arts.

Fig. 2. The Lion’s Gate'of Hattusha, the Hittite Capital.
The application starts with the image browsing from social media as mentioned figure

1. Totally 120 adequate ones from 196 images selected. Then more than two hundred raw and
more than one hundred cleaned points generated for the Lion (Fig. 3).

Fig. 3. The raw point cloud of Lion’s Gate of Hattusha.
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The generated 3D model has more than eighty thousand faces. The textured 3D model
and depth map of the Lion are shown in Fig. 4.

Fig. 4. The textured 3D model and depth map of the Lion’s Gate of Hattusha.

5.2.The Medusa head in the Basilica Cistern

The Basilica Cistern, one of the glorious ancient construction of Istanbul dating from
the Roman period, was added to the world cultural heritage list by UNESCO in 1985 (Historic
Areas of Istanbul, UNESCO). The cistern is established as a rectangular shape with the
dimensions of 140 m long and 70 m wide. There are 336 columns, each of which is 9m. Two
of these columns have Medusa heads as a supporter at the northwest edge of the cistern (Fig.
5).

Fig. 5. The Medusa head in the Basilica Cistern.

83



Totally 79 adequate ones from 136 images selected from social media. Then more than
one hundred raw and more than sixty thousand cleaned points generated for the Medusa Head

(Fig. 6).

The generated 3D model has nearly thirty-three thousand faces. The textured 3D
model and depth map of the Medusa head are shown in Fig. 7.

Fig.7. The textured 3D model and depth map of the Medusa head.

5.3.lvriz Cultural Landscape

The Ivriz Neo-Hittite Rock Relief was registered as cultural property in 1981 (lvriz
Cultural Landscape, UNESCO). The dimension of relief is about 4.20 m long and 2.40 m
wide. It is carved-up on a rock wall near a river (Fig. 8). It depicts King Warpalawa and the
god Tarhunza holding bunches of wheat and grapes.
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Totally 63 adequate ones from 149 images selected from social media. Then more than
two hundred fifty thousand raw and more than one thousand cleaned points generated for the
Ivriz Rock Relief (Fig.9).

Fig.9. The raw point cloud of Ivriz Rock Relief.

The generated 3D model has nearly ninety thousand faces. The textured 3D model and
depth map of the Ivriz Rock Relief are shown in Fig. 10.
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During application, the non-suitable images were not imported into the process. These
kinds of images are generally either selfie/group images or have low quality due to light
shadow and far distance conditions. Moreover, the generated raw point clouds are filtered by
removing redundant points.

6. RESULT AND DISCUSSION

Even though the internet is a mass of knowledge, it is really a huge data source. The
images of an object can be obtained from the internet with partial sufficiency. This approach
reduces the costs and labors and is often a faster solution than a professional image collecting
study. Depending on the camera specification, the resolution of the obtained images alters.
One of the greatest advantages of internet-based images is that they are mostly at different
angles (except some repeated famous images). Group photographs and selfie are
disadvantageous due to containing irrelevant objects. In addition, blurry and old dated images
have poor quality. This fact is a problem for both image matching and texture coverage. Some
social media websites also disrupt the original footage in order to get low storage. Similarly,
in non-professional images that contain low quality of the light and shadow conditions also
affect the matching and texturing.

As is known, in order to protect historical monuments, it is within a certain approach.
So, the circumstance of monuments does not meet the needs to capture images from every
angle sometimes. Similarly, historical wall or high rock reliefs make it difficult to take
pictures from different angles. Nevertheless, the images obtained from the social media can be
used in relatively complete and accrued 3D model generation with open source software.
Even if the real object size is known, it is also possible to re-scale these models to its actual
dimensions. These models can also be published in the web or 3D printing for tourism
purposes.

7. CONCLUSION

The use of 3D content has dramatically increased in different disciplines. Considering
the rapid progress of laser scanners, Photogrammetry, and computer vision technology, this
situation is not surprising. In today’s world, almost everybody has a mobile phone with
camera. People, without exaggeration, take hundreds of thousands of images every day and
share them on the internet and social media. Although these Internet-based images have some
disadvantages, it is obvious that they are a serious source of information and the suitable ones
of these images can be used in the 3D modeling of historical objects which are cultural
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heritage. This study indicates the usability of shared images in social media for 3D modeling
of historical monuments by modeling three selected monuments of the UNESCO world
heritage list for Turkey with open source software. As camera and smartphone technology
progresses, better results will be obtained.
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Abstract

As it is known, the digital 3D models are widely used in different fields such as games,
tourism, city models, archaeological documentation and virtual reality. In recent years, with
the rapid advancement of technologies such as Laser Scanners, Photogrammetry and
Computer Vision technology, 3D models have become easier to produce. Particularly thanks
to photogrammetry and computerized vision technology, image-based 3D modeling, cost and
color information is a serious alternative to laser scanning. As a term used in recent years, it is
possible to say that, Structure from Motion (SfM) is a combination of photogrammetry and
image processing. In this study, the usability of mobile phone and open source software for
image-based 3D model of a small object is investigated.

Keywords: Photogrammetry, 3D model, Virtual reality

1. INTRODUCTION

Today digital 3D models are used widely in different areas such as games, tourism,
city models and cultural preservation. In recent years, with the rapid progress of technology
such as Laser Scanners, Photogrammetry, and Computer Vision technology, it is becoming
easier to generate 3D models. But data collection is always a challenge due to different
reasons. Today, the use of smartphones and social media has made the internet a data
warehouse. Especially smartphones with high resolution camera allow us to collect image
data in easier way.

Within the last decades, an increasing number of studies have been published about
digital three-dimensional (3D) model generation, thanks to the development of sensor
technology such as laser scanning and digital cameras. These technologies are classified as
range based and image based. The 3D model may be needed for different disciplines in
different purposes such as modeling of terrain, city, and archeological artifacts, and digital
prospection or archiving of cultural heritages. Due to the laser scanning allows to get highly
dense, accurate, and reliable 3d point clouds of an interested object (Rau, 2015), it has been a
popular tool in recent decades. Nowadays, with the remarkable advancement of Computer
Vision and Photogrammetry, the image-based modeling becomes as a rival for laser scanning
(Vosselman, 2012). Some remarkable advantages of image based modeling are that: it is low
cost and contains color information (Shao et al., 2016); any kind of camera (calibrated or un-
calibrated) can be accepted (Garcia-Gago, 2014; Tanskanen, 2013) and it may produce point
cloud denser than a laser scanner (Remondino, 2014). This image-based approach, named as
Structure from motion (SfM) is a newly popular low-cost Photogrammetry method compared
to its competitors.

In this study, the usability of mobile phone and open source software for image-based
3D model of a small object is investigated.
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2.METHODOLOGY

The term Structure-from-Motion has evolved from the machine vision community,
specifically for tracking points across sequences of images occupied from different positions
(Spetsakis and Aloimonos, 1999; Boufama et al., 1993; Szeliski and Kang, 1994). SfM owes
its existence to innovations and mathematical models developed many generations ago,
particularly in photogrammetry. This method provides the opportunity for very low-cost
three-dimensional data acquisition with strongly reduced user supervision and required
expertise. The ability to extract high resolution and accurate spatial data using cheap
consumer grade digital cameras appears truly remarkable. As in traditional photogrammetry,
SfM photogrammetry employs overlapping images acquired from multiple viewpoints.
However, SfM photogrammetry differs from traditional photogrammetric approaches by
determining internal camera geometry and camera osition and orientation automatically and
without the need for a pre-defined set of “ground control”, visible points at known three-
dimensional positions (Westoby et al., 2012). Whilst the exact implementation of SfM may
vary with how it is coded, the general approach has been outlined by other authors (Westoby
et al., 2012; James and Robson, 2012; Fonstad et al., 2013; Micheletti et al., 2014). Most SfM
platforms are now fully automated. The advantage of SfM is that it provides a black-box tool
where expert supervision is unnecessary.

Since this method is image-based, the main problem is in data collection. Because the
data collection procedure for model production is not always easy due to different reasons
such as time, economy and accessibility. It is the ability of these techniques to generate very
high-resolution datasets, whilst isolating and removing gross errors, which is now allowing
such visually impressive 3-D models to be generated so easily when compared to traditional
stereo based modelling (Remondino et al., 2014). Effectively, because of the ease with which
sensor distortion can be modelled, all consumer grade digital cameras, including the
ubiquitous “‘smartphone”, can acquire valuable geomorphic data (Micheletti et al., 2014).
Furthermore, the recent development of low-cost, sometimes free, internet-based processing
systems enable the upload, processing and download of the derived 3-D data in just a few
minutes, potentially during field data collection. This is in direct contrast to traditional
photogrammetric software, where the user is forced to define and to determine interior and
exterior orientation parameters explicitly. Most SfM platforms are now fully automated. The
advantage of SfM is that it provides a black-box tool where expert supervision is unnecessary.
It may also be a disadvantage in that the user has much less involvement in data quality
control and the origins of error in data may not be identifiable. Today, considering the cost of
professional cameras and laser scanning systems, smartphones can be considered as an
inexpensive data source to produce image-based 3D models. In this study, the usability of
mobile phone and open source software for image-based 3D model of a small object is
investigated.

3. APPLICATION

The application is performed in VisualSFM open source software (Wu, 2013).
VisualSFM is a GUI software for 3D reconstruction using SfM. VisualSFM runs SIFT for
detection and matching feature, and bundle adjustment. For dense reconstruction, this
software executes PMVS/CMVS algorithm. The first step is uploading the photographs into
the software. After all photographs are recognized by the VisualSFM, the feature matching
step begins by selecting the tool. The interface of GUI is very simple and user friendly.

The sparse point cloud is produced after matching step. Then, the dense point cloud is
generated by using PMVS/CMVS algorithm tool. Once the process has completed the dense
reconstructed point cloud shows up in the main window of VisualSFM. All steps are recorded

90



at a created new folder in the original dataset folder automatically. The final dense cloud is
saved in a sub folder of “models™ as “.ply” format.

For further processing, the dense point cloud is uploaded into the MeshLab software
(Wu,2013). It is also an open source, extensible, and portable system for the editing, cleaning,
healing, inspecting, rendering and converting of 3D data. The final model of the object is
generated here by using the Poisson Surface Reconstruction tool after the cleaning process. A
basic work flow of the study is given in figure 1.

SIFT
Collecting (Matching StM

CMVS-
PMVS2

3D Model

points, (Sparse point
camera cloud)
parameters

Image Set Generation

(Dense point
cloud)

Fig. 1. The basic work flow of the study.

80 images are captured with a smartphon. The 8 MP camera has a 4 mm focal length.
There are no zoom and flash or any other enhancement in the images. The captured images
are given in figure 2.

Fig. 2. The captured images with smartphone.

These digital images are processed. The sparse and dense point clouds are generated
(Fig. 3). The colored triangles represent the image locations.
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Fig. 3. The generated sparse and dense point clouds.

For subsequent operations, the dense point cloud is loaded into the MeshLab software.
It is a portable open source, and an extensible system for rendering, cleaning, inspecting,
editing, rendering and converting 3D data. The final pattern of the object is created here using
the Poisson Surface Reconstruction tool after the cleaning process (Fig. 4).

Fig. 4. The 3D model of interested object.

4. CONCLUSION

The use of 3d content has significantly increased in different disciplines. Given the
rapid progression of laser scanners, photogrammetry and computer vision technology, this is
not surprising. In today's world, everyone has a mobile phone with camera and personal
computer. This study is intended to succeed that anyone can only produce 3d models of any
object using a mobile phone. For this purpose VisualSFM and MeshLab open source soft
goods are used in the process of creating a 3d model. The research shows that everyone can
produce 3d models of any object using only mobile phone and open source software with
enough detail and texture. You can also use 3D printers to make model copies.
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ABSTRACT

Nowadays 3D modelling of objects is widely used in different purposes such as city
modelling, digital game industry, cultural heritage, virtual reality and medicine. According to
computer technologies and data collection methods, it is possible to produce 3D models with
different properties. Particularly thanks to the progress in laser scanning devices, it is possible
to obtain millions of 3D location data with high accuracy in a short time. This data can be
used in the production of topographic products for mapping purposes and as well as can be
used in 3D model production. In this study, a 3D city model produced by using airborne laser
scanning (LiDAR) data in Bergama / Izmir is presented. In this context, firstly the LiDAR
data is filtered in order to obtained noise-free dataset. Secondly, the buildings, power
transmission lines and trees are classified in LIDAR data and the borders are determined as
vector format. In the last part of the study, building models were produced and a 3D city was
created.

Keywords: LiDAR, modelling, 3D city

1. INTRODUCTION

There are several well-known applications that greatly benefit from the availability of
3D city models, such as telecommunication network planning, line-of-sight analysis, run-off
modelling, and urban climate simulation. In many cases, including those just mentioned, a
perfect visual appearance of the model and the highest-possible level of geometric detail are
not required. It is, however, important that the models can be created fully automatically, even
more so as different applications may require different degrees of detail, and the optimal level
depends on accuracy requirements at one hand and on computational feasibility of the
application at the other.

Much research focuses on extracting building outlines, and they may combine
different data sources, for example photogrammetric data or existing landline data. The
traditional method for building extraction depends on the raw imagery, which is carried out
manually and a highly labor-intensive, time-consuming and very expensive (Sohn and
Dowman 2007). To develop automatic or semi-automatic approaches for building extraction
and reconstruction, the researchers in Photogrammetry, Remote Sensing and computer vision
society expend energy (Gruen et al., 1997; Mayer, 1999). Depending on the approach, the
inputs for extraction process are generally images and airborne LIDAR data. Maas and
Vosselman (1999) used geometric moments, segments and intersect planar surfaces to extract
different type of buildings. Alharthy and Bethel (2002) used an orthogonality hypothesis for
building extraction on LIDAR data. Shan and Sampath (2007) use straight lines and least
squares adjustment to get building boundary. Morgan and Habib (2002) separated building
and tree measurements to get the plane surface of buildings. Elberink and Maas (2000) used a
height measures texture for segmentation of LIDAR data. Alharthy and Bethel (2002)
distinguished building and tree using the height difference between the first- and last return of
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LiDAR data (Vosselman, 2001; Overby et al., 2001) used the Hough transform to identify
building points in a LIDAR data set. Some other researches are carried out by Wang et al.
(2006), Haala and Brenner (1999), Frith and Zakhor (2003), Vinson and Cohen (2002),
Weidner and Forstner (1995), Fischer et al. (1998), Baillard and Zisserman (2000).

In this study, a 3D city model produced by using LiDAR data in Bergama / Izmir is
presented. 3D City Models in VR can be simply described as computerized graphical
representations or visualizations of any city and its components. 3D City Models are used in
transportation modelling, GIS and public participation planning and decision support, urban
morphology, spatial analysis, telecommunication and virtual cities.

In this context, firstly the LIDAR data is filtered in order to obtained noise-free
dataset. This step is necessary for an accurate classification of every single point in lidar data.
Secondly, the buildings, power transmission lines and trees are classified in LIDAR data and
the borders are determined as vector format. In the last part of the study, building models were
produced and a 3D city was created. All processes were performed in Envi Lidar software
automatically with a few decided parameters. The main goal of the study is to produce a 3D
city model by using LIiDAR data for VR environment.

2. METHODOLOGY

LiDAR system also known as Laser Ranging, Laser Altrimetry, Laser Scanning and
Laser Detection and Ranging, Radar-like operates but unlike Radar systems it uses laser
beams instead of radio waves (Jiang et al., 2005). Developed in the late 1960s. the first
commercial LIDAR mapping system is used in topographic map production in 1993 (Liadsky,
2007; NOAA, 2012). LIiDAR systems can be grouped into two groups based on the platforms
on which they are installed: Air LIDAR systems - Airborne LIDAR Systems (ALS) and
Terrestrial LIDAR Systems (TLS).

Nowadays, horizontal and vertical accuracy of the measurements obtained with ALS
has reached photogrammetric methods. An ALS system can be mounted as a platform to
aircraft, helicopter or unmanned aerial vehicle (UAV). As shown in Figure 3, the system
consists of a laser scanner, GPS and IMU. The laser scanner is mounted under the aircraft.
There is also a computer and a recording device. The photographing machine can also be
included in the system if desired. The basic logic of the LiDAR is based on the location of the
laser beam from the known sensor to the object. The flight time of an ALS beam is:

t=2R/C 1)
where R is the distance between the ALS sensor and the object. The R value is
calculated as follows:

R=(1/2) tC (2)

The Calculated three-dimensional position of the object using this determined time and

the angle of the laser. As a result of distance measurement, point data which is called point

cloud and which is distributed according to the time along the flight line, is obtained. As
shown in Figure 1, the artificial and natural objects in the direction of flight are scanned.
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Fig. 1. Airborne LIDAR Systems

For a 3D model study, the lidar point cloud must be classified. This process is
necessary to properly modelling interested object. Otherwise, the generated models cannot be
realistic.

3. APPLICATION

The study area was selected in Bergama/izmir. The lidar data was released by General
Directorate of Maps (Kay1 et al., 2015). The LiDAR data has over 18.5 million point for an
approximately 4.5 km2 area with a nearly 4.5 points/m2 (Figure 2).

Fig. 2. Lidar point cloud of the study area

The data first classified in mainly 4 classes, Ground, Trees, Buildings, Enrgy lines
(Figure 3). The main goal is to produce building models for virtual reality.
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The model generation is performed in Envi Lida software. The generated building
model is covered with textures that are already exist in the software library (Figure 4).
Because the Lidar data set has not any RGB data.

Fig. 4. Generated 3D city model from Lidar point cloud

4. CONCLUSION

In this study, a 3D city model produced by using LIDAR data for VR environment in
Bergama / Izmir is presented. According to study, 3D city model produced by using LIDAR
has a few advantages. Due to high accuracy of the lidar data, it allows us to explore urban
context easily, Freedom of movement (Freedom of viewpoint), serves different purposes
(educational, municipal, commercial etc), Portability (Can be used in different devices PC,
Laptops, Phones..), Multiuser (disciplines) and update via internet. In brief, LIDAR based 3D
city models can be used in VR environment for fulfilling various requirements. However, for
a realistic model’s real texture may require. Moreover, the misclassification of LiDAR point
cloud effects the 3D model accuracy. A final reminder is about Hardvare and data storage
because huge data set of lidar point cloud.
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ABSTRACT

Human beings have started using maps since prehistoric times. The first man has made
maps to the cave walls but nowadays the maps are being used with virtual/augmented reality
(VR/AR) applications. With the use of 3D VR/AR applications, traditional map education can
be given to the youth explicitly. With this technology, students can learn the maps
enthusiastically and develop their spatial abilities. In this study, a 3D model of the Harran
University Osmanbey Campus was created and prepared for the use of VR/AR applications.
This model was then transferred to the Unity Game Engine Software for augmented reality
application that students can see on tablets and smartphones. The resulting application was
presented in a science festival where students experienced these technologies. It has been
observed that students approached more enthusiastically to these technologies as a learning
material because of the interactive nature of these technologies.

INTRODUCTION

Maps were used as a tool to answer the questions What? Where? and How? by human
beings since prehistoric times. These maps have been used in the past on the cave walls,
animal skins, parchments and recently on papers. Nowadays, maps are benefiting from
developing technologies such as computers and virtual/augmented reality (VR/AR)
applications. VR is defined by Fisher and Unwin (2001) as ‘the ability of the user of a
constructed view of a limited digitally- encoded information domain to change their view in
three dimension causing update of the view presented to any viewer (the user)’. In addition to
this definition, it can be said that VR is the use of glasses, motion sensors, computer and 3D
projection systems to create a virtual environment for the user's perception. On the other hand,
AR integrates visual objects to the actual environment of the user. Although, immersive
technologies such as VR have been used for educational purposes since the past years, they
have been used frequently in recent times since their prices have become cheaper (Stojsi¢ et
al., 2016). AR technology has been defined as a next-generation media that will improve the
quality of learning by researchers due to its ability to integrate virtual objects into real
environments (Dede, 2008). VR/AR technology can explain educational content better than
text and this makes AR/VR unique for education (Hussein & Natterdal, 2015). It is also
possible that VR/AR can be used to bring textbook content to life (Bastiaens et al. 2014).

VR/AR technology has entered our lives for entertainment purposes and then evolved
to serve other sectors such as education. Students can use the advantages of this technology
since it offers to learn by doing virtually in almost all domains. Learning our world from maps
is one of these domains. Geography education starts from early ages in schools. Classically
young students learn the earth from 2D school atlases and wall maps. Since it is hard to
perceive 3D objects from these 2D products, students can struggle to understand the earth and
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other spatial phenomena. Learning the portion of the earth and spatial phenomena through
VR/AR technologies, which are memorable and stimulating senses, will save students from
this challenge. In this context, experiencing the 3D earth by using VR/AR technology instead
of the traditional 2D paper, will make a great contribution to students learning and spatial
perception skills.

This study shows an example of how maps and spatial model can be uses in
conjunction with AR/VR technologies. A 3D model of Harran University Osmanbey Campus
was created and used as 3D map in VR/AR environment to present it to the young students.

RELATED WORK

A literature review will be presented in this part about VR/AR applications related
with maps and education.

Bobrich & Otto (2002) carried out an application using pattern-recognition techniques
where a topographic map of a region and a digital terrain model can be displayed in 3D in the
study. Schmalstieg & Reitmayr (2007) discussed the implementation of augmented reality to
the field of cartography and maps. In this study, two applications are presented: a map which
is projected to the top of a desk with the help of projector and used interactively with PDA
devices and showing various virtual signs in the real environment by using the portable
smartphone’s camera and screen. Yovcheva et al. (2012), developed an application by using
location-based augmented reality maps for tourists. In this way, map-based additional
information could be given to tourists coming to the city for the first time. Quaye-Ballard
(2008) pointed out that visualization of geographic analyzes based on static models restricts
visual analysis, and in this study, he aimed to give a 3D perspective to these models by using
VR technologies. In this context, the author draws attention to the importance of transferring
geographic data from a paper medium to a visually highly capable environment, such as VR.
Morrison et al (2009) developed a location-based mobile game, MapLens, using augmented
reality technology. The authors also stated that the use of augmented reality maps as a
collaborative tool has a great potential. Stojsi¢ et al. (2016) conducted a study on how VR
technology can be used in geography education. In this study, a broad literature review of
using VR technology in education is also presented.

Billinghurst & Diinser (2016) argued how mobile AR can contribute to students
learning and conclude that this technology can be a valuable teaching tool. Chen et al. (2016)
stated that the development of technology has accelerated the augmented reality-supported
mobile learning and the notion of concept-mapped AR was revealed in order to develop the
applications that would attract students' interest. Radu (2014) stated that augmented reality
technology is an increasingly popular educational material for young users. In his study, he
examined 26 publications in which education with augmented reality was compared with
classical education and revealed the good and bad aspects of this technology. Zhang et al.
(2014) developed an augmented reality-based sphere to make astronomical observations easy
and understandable for students. In addition, this method has been found to increase the
interest of students in astronomical observations. Wojciechowski & Cellary (2013)
investigated the effect of AR technology on students. An experimental chemistry lesson was
prepared for use in the research. The results of the study indicate that the use of AR provides a
beneficial and fun environment. Freina & Ott (2015) reviewed publications based on VR
technology in education between 2013 and 2014. The study revealed that most of the
publications were aimed at students at university and high school level. It is also stated that
there are some studies on adult education.

In most of the studies examined here, it has been revealed that VR/AR applications are
useful for students as a learning material which is easier to understand than classical methods.

101



METHODS

In order to be used in VR/AR applications, firstly 3D model of Harran University
Osmanbey Campus was prepared. For this purpose, flights were made on the campus with
GPS assisted unmanned aerial vehicle. Orthophoto, Digital Surface Model and 3D point cloud
were obtained from the photographs of the campus (Figure 1).

Figure 1. Orthophoto (left) and Digital Surface Model (right) of the Osmanbey Campus

In addition, infrastructure data was obtained during model creation and these data were
arranged through GIS software for use in CityEngine environment. Then the facade
photographs of the campus buildings were taken by fieldwork. These photographs were used
to produce the building models at the LOD2 (Level of Detail 2). In order to take advantage of
the procedural modeling technique of the CityEngine software, .cga files were prepared by
writing proper codes in the software for the creation models. With these codes, the buildings
belonging to the campus area were modeled according to their characteristics (Figure 2).
Finally, this model is ready for use in AR / VR applications.

Figure 2. Some modelled buildings and theiracades of the Osmanbey Campus
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VR/AR Applications for Students

The 3D model of the Harran University Osmanbey Campus was prepared for use in
VR/AR applications. The 3D model of the campus was created by using ESRI CityEngine
software from the photographs which obtained using an unmanned aerial vehicle (Figure 3).

S

Fure 3.A gnel view of 3D model o the Osmanbey Campus

All of the prepared building models was exported as one model file and made ready
for the Unity 3D environment and then transferred to the Unity 3D -game engine software-
and rendered on the tablet screen using Vuforia platform. When the pre-defined visual target
(paper and cardboard) is detected by the tablet’s camera, this target is displayed as a 3D
model of the campus on the tablet screen and the details can be shown (Figure 4). The user
can explore different parts of the model by rotating the tablet's camera around the visual
target.
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Figure 4. An example view of AR application from tablet screen

As a second application, the campus model was transferred to the VR environment
using Unity and Mixed Reality Toolkit and ready for use with VR glasses. Thus, the user can
navigate in the model using VR glasses and explore the campus in 3D (Figure 5).

\

Figure 5. An example view of VR application which user see from the VR glass

AR application was presented to young students which in the high school and their
equivalent age groups as a workshop in the Sanliurfa Science Festival organized within the
scope of a project which funded by The Scientific and Technological Research Council of

104



Turkey (Tubitak No: 4007). Within the scope of the workshop, students from different high
schools discovered the 3D campus model of Harran University with the application of
augmented reality. The students were able to examine the Osmanbey Campus, which is 25 km
away from the center of the city, in an interactive way on the tablet screen.

CONCLUSION

In this study, a 3D model of the Harran University Osmanbey Campus was prepared
using an unmanned aerial vehicle and used in the AR/VR application to present it to students.
As some students were familiar with such augmented reality applications from the games,
they easily get used to the application and explored the campus virtually. These spatial
models, which are presented in 3D with new technologies, have been carefully and
enthusiastically studied by young students who participated in workshops. In this context,
teaching maps with new technologies such as VR/AR will contribute positively to the
development of spatial perception and map skills in young students. Future studies will focus
on creating VR/AR games that will provide fun map learning for students of different ages.
Keywords: Virtual Reality, Augmented Reality, 3D City Modeling, Map Education
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ABSTRACT

Virtual reality is a term used for computer-aided three-dimensional (3D) environments
where technically people feel the sense of being in the scenario. Users are included in the
scenario prepared by the experts through various peripherals. From the moment when the user
enters the environment, the user is disconnected from reality and the feeling of being in an
environment where virtual reality is created starts to happen. In order for users to truly
experience the experience of virtual reality, the scenario in which virtual reality designs are
found must be flawless and be able to convey this feeling to the user better. The environment
model used in the virtual reality environment is selected from the real environment/users of
the users. For this purpose, photogrammetric modelling of real land surface using air
photographs and transferring it to virtual reality will increase user satisfaction and credibility.
In this study, the 3D model was produced by using aerial photographs of Harran University
Osmanbey Campus obtained by unmanned aerial vehicle. Produced model is covered with
real color information and obtained a photo-realistic environment and it has been made
suitable for use in a virtual reality environment.

Keywords: Virtual reality, Photo-realistic, three dimensions, unmanned aerial vehicle, 3D
model

1. INTRODUCTION
Today, there are many areas of application in which virtual reality is being used. These

usage areas, which are created by taking advantage of the virtual reality, aim to give users a
virtual sense of reality. Application areas where virtual reality is used;

e Military e Spore

e Education e Media

e Health care e Scientific Visualization
e Entertainment e Telecommunication

e Fashion e Construction

e History e Film

e Business e Programming Languages

e Engineering
as seen (URL-1, 2019).

The most important feature that distinguishes virtual reality from many other
applications is that it gives the user a sense of reality. In order to fully sense this feeling, the
objects in the model must reflect the truth in terms of texture and size. The most important
point in the preparation of the three-dimensional models created by using ground or aerial
photography is the true size control of these models as geodetic. For this, in order to convey
the reality of the scenario to the feelings of the person, the environment and objects in the
scenarios must be created in a real scale. Photogrammetric modelling is a complex and multi-
faceted process. To get a better reality feeling, it is necessary for deciding the current state of
the structure (shape and position) in three-dimensional space. There are a few techniques for
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3D modelling such as traditional surveys, topographic techniques, photogrammetric surveys
and scanning technique (Uysal, Toprak, & Polat, 2013). Nowadays, the reconstruction of
building in the 3D model is very popular due to the developments in UAV and digital
photogrammetry parallel to computer technology. UAVs are to be understood as uninhabited
and reusable motorized aerial vehicles which are remotely controlled, semi-autonomous or
have a combination of these capabilities, and that can carry several types of payloads, making
them capable of performing specific tasks within the earth’s atmosphere, or beyond, for a
duration, which is related to their missions. In this study, a model of the forest area in Harran
University Osmanbey Campus were monitored with UAV and three-dimensional (3D)
modelling of the area was performed. This model was saved as a proper format to transfer into
a virtual reality environment for the use of as a game scene.

2. METHODOLOGY

In this study, the TurkUAV Octo V3 UAV was used to capture images. It uses
microcopter electronic. The weight of the UAV is approximately 8kg and the payload is
maximum of 3 kg. Flying time depends on both battery and payload weight. A lot of features
of this model are available such as Altitude Hold, GPS Hold, CareFree, Coming Home, Fail
Safe, Low Battery Protection, Auto Take Off and Landing, Waypoint Flight. Mikrocopter
(MK Tools) software let us to view the navigation and flight status information in real time. It
is possible to perform autonomous flight plan over the online maps. Moreover, some details
such as horizontal and vertical speed, altitude, direction, waiting time at willing points,
coordinate information, and camera angle are also can be specified. Waypoint Flight
electronic is capable of autonomous flight in a 1000m radius area and 250m fly height for a
standard route. The digital camera was a Sony RX100 MII. It has featured with 20.2
Megapixel and 13,2x8,8mm CMOS image sensor. Single, continuous, and self-timer drive
abilities are among the digital camera features. The Body weight of the device is 281g. The
technical data of the unmanned aircraft and the camera are shown in Figure 1 and Figure 2,
respectively.

90x90x50cm dimensions
6kg total weight

18 minutes flight time
36km/hour horizontal speed
12km/hour vertical speed

35km/hour wind resistance

AN N NN

2km controller range

v’ 3kg weight lifting capacity

v’ 0.8-1.69cm/pixel resolution

- .|

Figure 1; Technical specifications of TurkUAV Okto V3 UAV.

5472 x 3648-pixel resolution

20.2 MP Exmor R BSI CMOS sensor
28-100mm focal length

1/2000 seconds shutter speed

1SO 12800 low light precision

F1.8 — F4.9 lens aperture

281 gr total weight

Figure 2. Technical specifications of the Sony RX1001I compact camera
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Multiple parameters should be taken into consideration when working with UAVS.
First of all, the flight plan should be done well and the scenarios of any errors that may arise
should be reviewed carefully. The weather conditions (temperature, pressure, humidity) at the
time of flight of the region should be checked. In order to identify the obstacles that may be
encountered in the area where the flight will take place, it is necessary to check the dangerous
high objects on the land by going to the area before the flight. A flat surface should be chosen
as far as possible for the UAV to be able to take off smoothly. Before starting the flight, pre-
flight preparations should be checked step by step and then the flight should be started.

3. CASE Study

In this study, a model of the forest area in Harran University Osmanbey Campus were
monitored with UAV and three-dimensional (3D) modelling of the area was performed. It was
difficult to prepare a flight plan with the available software for a UAV surveying application.
However, MK Tools allow us to pass this obstacle. The main advantage of this software is to
require minimum user interferences. After some parameters such as overlapping of photos,
waypoints, flight path, and altitude had been defined on an online map and uploaded, the
UAV carried out the flight plan automatically. It is necessary to remember some precautions:
Weather condition of the study area, daylight status for better photos, backup battery depends
on the study area, and controls of flight, engine, and navigation of UAV against any errors
(Polat & Uysal, 2017). When all the necessary controls had finished, online maps were
uploaded to OSD. The flight plan was prepared based on this map with 6 column and 28
points route and the altitude were 80 m and was uploaded to the UAV. Then the automatic
flight was started. Existing software’s can generate a 3D point cloud such as; Pix4D
(commercial software) that has been used in this study. The software is advanced in UAV
applications and allows to generate DEM and orthophoto in a willed coordinate system. For
full performance of software, it is recommended to use a powerful computer due to the huge
amount of data. The data processing is easy. It starts with uploading photos from camera to
computer. We used 120 selected images. Existing software’s can generate a 3D point cloud
such as; Pix4D (commercial software) that has been used in this study (Figure 3).
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Figure 3. Point clouds of the study area

In Figure 3, UAV flights and point clouds of the study area is shown. At the end of
image processing over 8,000,000 points are obtained with a density of 14.34 (points/m?).
From this 3D point cloud data, the surface model of the study area was obtained (Figure 4).

Figure 4. Surface model of the project area
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In Figure 4, surface model of the area is shown. After the production of the surface
model of the study area, the modelling of trees on the region can be made. The modelling
process is carried out by a method called surface mesh (Figure 5).

(b)

Figure 5. Meshed surface models of the study area

In Figure 5a and b, the produced models is covered with real color information and
obtained a photo-realistic environment and it has been made suitable for use in a virtual
reality environment. In this way, the surface model can be used for the virtual reality
environment and game scene.

In virtual reality applications, it is more important to prepare a scene for the game or
environment scenario. Therefore, transferring the models of these three situations to a
scenario in a virtual reality environment is the main element of this study. In this study, Unity
Game Engine was used to visualize the scenario of the study area. This model was transferred
to the virtual reality environment to prepare the game scene. Virtual reality glasses were used
to show this virtual reality environment to the user. This study supports the establishment of
medium or large-scale game arena for players.

4. CONCLUSION

In this study, the 3D model was produced by using aerial photographs of Harran
University Osmanbey Campus obtained by unmanned aerial vehicle. In the end, the produced
model is covered with real color information and obtained a photo-realistic environment and it
has been made suitable for use in a virtual reality environment and game scenes.
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ABSTACT

Unmanned Aerial Vehicles (UAV) can be defined as vehicles with no pilot and no
passengers and can be controlled remotely. UAV technology which has been developing
rapidly in parallel with the development of technology has been used in many areas such as
field control, surveillance, inspection, map production and 3 dimensional (3D) modeling
today. UAV technology has become a preferred method against classical methods in many
areas due to its fast, sensitive and low cost. Especially, it has become a common method used
in image based point cloud and 3D model production studies. In addition, produced 3d models
can be used for virtual reality because of they are realistic( photo-realistic) and scalable.

Virtual reality can simply be defined as the use of computer technology to create a
simulated environment. With the rapid development of computer technology, virtual reality
technology has been used in many disciplines. One of the first areas that come to mind when
talking about virtual reality is building modeling with photogrammetry. In this study, 3D
point cloud and building model were obtained by using UAV images of Afyon Kocatepe
University Faculty of Engineering Laboratory Building.

INTRODUCTION

Unmanned Aerial Vehicle/System (UAV/UAS or drone) is a kind of plane which has
neither a pilot nor passengers on board and only carries fit-for-purpose equipment such as
video camera, camera, GNSS receiver, laser scanner, etc (Kahveci and Can, 2017). UAV
technology has been used intensively in the last 15 years and it has become widespread in
time. UAV technology is used in military activities, fire fighting, search and rescue works,
scientific researches etc. in different fields. In addition to these areas, the field of UAV
technology is widely used today, photogrammetry and remote sensing studies. With the UAV
technology, great progress has been made in the areas of map production and 3D modeling.
UAYV technology is used frequently in mapping activities because it is more sensitive, more
economical and more practical than classical methods.

Yakar et al. (2013) in a study in the province of Afyonkarahisar Doger Caravanserai
images were obtained by terrestrial photogrammetry and the 3D model of the structure was
created. In this way, the documentation of a structure that is of historical importance has been
obtained. Yakar et al. (2015) modeled the Bezariye Inn in Konya province in another study. In
the study, control points were used to model UAV images. The model is an important study in
transferring historical and cultural heritage to the next generations.

Ulvi A. et al. (2017) carried out a study on the 3D model of the theater by using Kite
photographs of the theater in Uzuncabur¢ Diocaesarea of the ancient theater in the Silifke
district of Mersin province. As a result, archaeological documents were determined at
sufficient intervals by using photogrammetric techniques with unmanned aircraft.

Virtual Reality (VR) is a 3D simulation model which lets the users to immerse into a
computersimulated environment and allows them interact with imaginary environments
(Bayraktar and Kaleli, 2007). Virtual Reality literally makes it possible to experience
anything, anywhere, anytime. It is the most immersive type of reality technology and can
convince the human brain that it is somewhere it is really not. With the rapid development of

113


mailto:1yunuskaya@harran.edu.tr
mailto:nizarpolat@harran.edu.tr

computer hardware and software technologies, the virtual reality technology that has gone a
long way in a short period of time provides convenience to users in many areas. The virtual
reality devices used today have become quite comfortable and useful compared to the devices
used in the past. Therefore, virtual reality technology is used in almost every discipline from
health to industry, computer games to archeology. For example, in order to gain experience
for doctor candidates in the health sector, performing operations in a virtual reality
environment allowed doctors to gain experience more easily. In the real estate sector,
customers have been able to navigate inside their homes with the help of virtual reality
glasses. One of the first areas that come to mind when talking about virtual reality is building
modeling with photogrammetry. Building modeling is a very important issue both for the
introduction and protection of historical artifacts and for the use of 3D building models for
different purposes. Nowadays, UAV technology is a frequently used method in
photogrammetry studies. Especially, it has become a common method used in image based
point cloud and 3D model production studies. The fact that both field work and office work
are facilitated according to classical measurements are the main reasons for this situation.

Interdisciplinary interactions are now very high and interdisciplinary studies are
increasing day by day. On the other hand, virtual reality technology is used in almost all
disciplines. In this context, three-dimensional building modeling and virtual reality issues
interact with each other in the form of sensitive, easy-to-produce and visual presentation is
created. In this study, a study on how 3D building modeling can be used in the virtual reality
environment is presented.

METHODOLOGY

Afyon Kocatepe University Engineering Faculty Laboratory building was preferred as
the study area (Figure 1).
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Figure 1. Study area

In this study, 370 UAV images were taken from different angles and different heights. Then,
the appropriate images were selected from the images obtained (Figure 2). After obtaining
UAYV images, 3D point cloud and 3D building model were created. Daha sonra iiretilen model
fotograflarla kaplandi ve gergek dokulu bir model elde edildi. (Figure 3).
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Figure 3. Pint cloud

Height difference map is created to be able to detect buildings from the point cloud. In
the height difference map, the ground with the lowest height is shown in blue. En yiiksek
yiiksekligi olan zemin kirmizi ile gosterilir. A low-to-high color scale was formed from blue
to red (Figure 4). After the buildings in the study area were successfully identified, 3D
modeling process was started.

S

Figure 4. Height difference ap and building detection
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| Figure 5. 3D model
CONCLUSION

3D building modeling obtained by Unmanned Aerial Vehicles for many years has
formed a base for many different disciplines. Building modeling is very important for virtual
reality technology which has attracted great attention in recent years. Especially one-to-one
modeling of buildings with historical structures or special structures is very important in terms
of recording the documentation of these structures and showing them to the user in virtual
environment. Photogrammetry is a very successful method for transferring specific structures
to a virtual reality environment. In addition, UAVs are suitable platforms for both building
modeling and modeling large areas. The use of UAV technology in photographing large areas
is more advantageous in terms of time, cost and workload.
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ABSTRACT

Museums are the main places where cultural heritage is stored, preserved, and exhibited.
However, with the development of computer technologies, the use of virtual reality systems in
daily life can be used to exhibit historical areas as well as different disciplines. The basic
problem is that the object or space that is planned to be transferred to the virtual environment
can be modelled in three dimensions (3D). Today, there are many technologies and scientific
methods used for 3D modelling. One of them is the UAV photogrammetry, can be used in the
modelling of historical areas as a method which has been used very intensively in recent
years. In this study, as a result of the evaluation of the aerial photographs obtained after the
flight on the Sanliurfa Castle by an unmanned aerial vehicle, an application has been made for
the infrastructure work needed to transfer the historical ruins in the region to the virtual reality
environment.

Keywords: 3D Modelling, Archaeology, UAV, Virtual Reality, Historical Ruins

INTRODUCTION

Sanliurfa is a city full of historical monuments. Museums are the main places where
cultural heritage is stored, preserved, and exhibited. But the museums appeal only to the
people living in the city and the tourists visiting the museums (Figure 1).

F

Figure 1. Sanliurfa Museum

118



With the development of computer technologies, the use of virtual reality systems in
daily life can be used to exhibit historical areas as well as different disciplines. In addition, to
produce spatial accuracy and real-size models of archaeological sites (Guidi G., 2009) is also
very important in recording these regions. Another important issue is creating high accuracy
surface areas where archaeological sites are located and thus can comment on the surface of
the archaeological site (Drap P. et al., 2007). The models obtained and transferred to the
virtual reality environment are used to record archaeological sites and to see the development
of the excavation areas. In addition, 3D models are also used as base data for restitution
projects. If the archaeological work has been damaged due to various reasons, these artefacts
can be reconstructed in a realistic way thanks to the real-size model produced. The case of the
archaeological site of the Palmira, Syria is a bitter example of why archaeological sites should
be recorded (Figure 2).

Figure 2. The ancient city of Palmira
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RELATED WORK

A literature review will be presented in this part about VR/AR applications related to
maps and education.

Senol, H. I, et al. (2017) studied the ruins of the ancient city of Harran which was
destroyed by the Mongols in the Harran district of Sanlirfa province. In this application,
modelling and recording of archaeological excavation areas have been examined. In this
direction, the application area was scanned and modelled by using laser scanning method and
the thus archaeological area was documented.

Uysal, M. et al. (2013) model Gedik Ahmet Pasha mosque with the data obtained by the
photogrammetric method. The actual model is processed through modelling software. In this
way, it is aimed to increase the important effects for the regional economy such as tourism
activities.

Yakar, M., & Yilmaz, H. M. (2008) in their work, which is an important cultural heritage
of Horozluhan photogrammetric method of modelling and obtaining the subject of the
measurement and was taken. In this direction, various field studies and office work have been
done and the results have been produced. As a result, it is emphasized that the storage of this
important cultural heritage in 3D will be important for touristic purposes.

STUDY AREA

Castle of Sanliurfa was built in B.C. 2000 and has played an important role in the
crusades. The castle, which was restored in the Ottoman period, was also used by them. In
time, the castle lost its importance and the structures on the castle area have remained under
the ground. However, with the importance of archaeological sites such as Gobeklitepe, the
fortress has started to regain its historical importance. In order to reveal the past of the
Sanlurfa castle, the Sanliurfa Museum Directorate and the Harran University Archeology
Department are continuing the excavations together (Figure 3).

Figure 3. Excavation area

Archaeological studies on this castle, which is one of the most important symbols of the
city, will illuminate the period B.C. 2000. Therefore, it is important to record the
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archaeological excavations and the castle in structural form. In addition, with the transfer of
the produced model to the virtual reality environment, the castle can be seen in the virtual
environment. In this way, tourism can be expected to gain vitality and increase the importance
given to the region.

METHODOLOGY

The study was requested by the Sanlurfa Museum Directorate and the models and
photographs produced by the archaeological studies on the castle were added in their reports.
For this reason, the necessary permissions were taken with the museum directorate before the
flights made in the study area. After obtaining the permit, the study area was investigated and
the areas suitable for UAV application were determined. During the study, the staff from the
archaeological excavation accompanied the study team and gave information about the
situation of the archaeological structure (Figure 4).

Figure 4. The study team and the staff from the archaeological excavation

The basic problem is that the object or space that is planned to be transferred to the
virtual environment can be modelled in three dimensions (3D). Today, there are many
technologies and scientific methods used for 3D modelling. These include laser scanning
applications, ground photogrammetry applications, and unmanned aerial vehicle applications.
One of them is the UAV photogrammetry, can be used in the modelling of historical areas as a
method which has been used very intensively in recent years. With the laser scanning
application, one can obtain millions of real points from the surface with air or ground laser
scanning devices and textured models very close to reality can be obtained. In addition, 3D
modelling can be performed by ground photogrammetric methods. In this study, the UAV
photogrammetry method was used and applied.

Unmanned aerial vehicles today are often used for taking amateur aerial photographs or
military espionage but are also used for ground surveys. Depending on camera accuracy and
systems located above the UAV, very detailed location measurements can be made, and the
results can be obtained by modelling the terrain. In addition, these devices can be used in
deformation measurements, archaeological measurements, modelling of archaeological
remains, the structural works, agricultural works and city planning.
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The 8-propeller octocopter UAV used in this study, named Octo V3 produced by
Turkuav (Figure 5).

Figure 5. Turkuav Octo V3 UAV

It is equipped with a 16-megapixel camera with the other equipment of the device. For
measurements made with UAV, it is necessary to draw up a good plan for the region to be
researched. The heights in the area should be determined well and the flight height of the
UAYV should be adjusted accordingly. Persons using the devices should be the same person
from the beginning to the end and thus human errors should be minimized.

There were two 34-meter tall historical towers in the area of application and 50 meters of
flights were made to avoid any risk of crashing the UAV (Figure 6).

B
.

A -

Figure 6. Historical towers on Sanliurfa Castle

It is important to make a constant-height flight ensure that the data obtained are
consistent and easy to perform. The flights were made in the morning, where the shadow was
as small as possible. Pix4d software was used for the evaluation of the photos. The application
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area is modelled by applying the images to the point cloud. The measurements made in the
field of the application were evaluated and orthophoto map, digital elevation model and
digital terrain models were created. However, the 3D model of the remainder is produced
through the ENVI application.

As a result of the evaluation of the aerial photographs obtained after the flight on the
Sanlurfa Castle by an unmanned aerial vehicle, an application has been made for the
infrastructure work needed to transfer the historical ruins in the region to the virtual reality
environment. The 3D model obtained in this direction has been transformed into the 'obj’
format, which is the appropriate format to be transferred to the virtual reality environment
(Figure 7).

Figure 7. 3D point cloud of the Sanliurfa Castle

Unity is a game designing software. In addition, it provides the realization of the virtual
reality environment with virtual reality glasses within the virtual reality models produced
by the game engine. Therefore, the obtained model was transferred to the Unity platform
(Figure 8).

Figure 8. 3D model of the Sanliurfa Castle in a VR environment
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It is transformed into a virtual reality environment after adding various environment
arrangements on the model and adding the necessary characters for navigation. The model
obtained through virtual reality glass was observed in a virtual reality environment. It was
also visited within the study area with virtual reality glasses.

RESULTS

The resulting products, images, and models; could use as archives of historical sites,
modelling of important artefacts found in archaeological excavations, and constructing bases
for restitution projects. In this way, it is possible to guide the tourists who want to visit the
region and the people who want to get information about the region through these models.
Recording of archaeological sites has important implications for the benefit of society and
will have important consequences for the benefit of engineering and architecture. In this way,
the registered model can be used as a base project for the planned architectural projects and
engineering studies. In addition, thanks to the model transferred to the virtual reality
environment, for the tourists planning to see Sanliurfa Castle can be given a preview. Thanks
to the ease of access to virtual reality tools today, such studies can spread and create a virtual
reality environment for archaeological sites. In this way, all people in the world can be
reached through virtual reality and have the opportunity to experience important
archaeological sites in our country.
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ABSTRACT

The development of engineering projects at medium and large scales is critical to
following the progress of the project. In such various scales of the engineering projects,
monitoring of the process takes a long time with classical methods and needs a lot of human
effort. In this context, human labour can be minimized by using current technologies such as
an unmanned aerial vehicle (UAV) and virtual reality. These methods, which result in faster
than classical methods, make positive contributions to the project follow-up in terms of
economy and time. In this context, the pre-construction status of the solar power plant project,
the levelling of the land and the installed status of the panels in Harran University Osmanbey
Campus were monitored with UAV and three-dimensional (3D) modelling of the project area
at each phase was performed. These models were saved as an appropriate format to transfer
into a virtual reality environment for the use of administrators and decision makers.
Keywords: UAV, Solar Power Plant, 3D Modelling, Follow-up Project, Virtual Reality

1. INTRODUCTION

Following the development of engineering projects at various scales is critical to the
healthy progress of the project. In such large and medium-scale engineering projects,
monitoring of the process takes a long time with classical methods and needs a lot of human
effort. In this context, human labour can be minimized by using current technologies such as
an unmanned aerial vehicle (UAV) and virtual reality. These methods, which result in faster
than classical methods, make positive contributions to the project follow-up in terms of
economy and time.

The comfort of technology in daily life has been used in many business areas to
facilitate practical applications. At its early stages, virtual reality applications were being used
in the defence industry and entertainment sectors to reveal the visual presentation of
intermediate products. This technology then expanded to many different areas. Virtual reality
studies, which were introduced first in the 1950s, have been widely used by companies in the
UK for the last 20 years (Steed, 2017). The virtual reality technology is developing in many
areas such as construction, industry, education, health and so on. Computer systems and their
monitors are under development over three decades and their capability to create more
complex 3D models and displaying these visual objects is improving day by day. With the
production of extremely high-performance image processing equipment, today there are
applications that offer nearly real-time 3D models of these projects. Many automotive
manufacturers have been using this technology since 2006. The management staff of these
companies can see the changes in the production process and the resulting product of the
vehicle model through virtual scenarios. A similar method can also be applied to the
construction sector. Designers can create a 3D model of both the interior and the exterior of
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the buildings. In this context, managers can follow the positive and negative situations that
may occur before the project starts. Therefore, monitoring and presenting the project process
in the construction sector has become one of the most common uses of virtual reality
(Bouchlaghem & Liyanage, 1996). A company that started to work in 2001 is presenting
models to managers and real-time project tracking applications. Today, many of these
applications are still being monitored in two dimensions with the help of computer screens or
projections. The future of this and many other applications are intended to include the users in
that scenario and to keep them alive in a 3D environment.

In this context, the pre-construction status of the solar power plant project, the
levelling of the land and the installed status of the panels in Harran University Osmanbey
Campus were monitored with UAV and three-dimensional (3D) modelling of the project area
at each phase was performed. These models were saved as an appropriate format to transfer
into a virtual reality environment for the use of administrators and decision makers.

2. RELATED WORKS

There are studies that use virtual reality technology in the follow-up, control,
measurement and reporting of projects. Especially in engineering projects, the visualization of
these applications by virtual reality with the realization of the electrical, mechanical, design,
planning and measurements of the structures in accordance with the project enables managers
and engineers to make the right decision.

Abdelhameed (2012), has focused on the management of construction projects and
how they can be visualized spatially and put into practice the theory that he planned with a
virtual reality application in his work. As a result of the study, it has been revealed that
reporting such project phases as virtual reality is critical for decision makers who are not
architectural and engineering experts.

Goulding et al. (2012) mention that virtual reality technology, which is one of the non-
site production types under the umbrella of modern construction methods, can turn the market
needs into a sector which can provide sustainable solutions with high performance and a new
vision. In the study, an application has been made on the understanding of the jobs which are
considered as risky in the construction areas by the virtual reality technologies and by the
employees to have better results.

A similar study was conducted by Sacks et al. (2013) and trained the construction
workers in a virtual reality environment and focused on ensuring occupational safety through
this method, where the risk of work accidents is minimal. For this purpose, 66 persons
received occupational safety training with virtual reality and their occupational safety
information was measured before, during and after the training, just after the training and one
month after the training. As a result, it was found that virtual reality and education were more
effective than classical methods and more effective in terms of time and education. In addition
to the mentioned advantages, it is also observed that the preparation of virtual reality materials
is disadvantageous in terms of cost.

Zhao & Lucas (2015) also used virtual reality technology for training on large scale
projects and pointed out that virtual reality-based training could be successfully completed
without jeopardizing the safety of people. The author stated that the invisible accident
situations which are dangerous like an electric with these technologies can be modelled and
the users can live the danger virtually. In this way, users will be more careful with
occupational safety measures by experiencing the accidents that may occur before they
happen in a virtual environment.

Rankohi & Waugh (2013) investigated the availability of augmented reality
applications in areas such as visiting the site in the pursuit of architecture, engineering and
construction projects, comparing the planned situation and the situation built, and increasing
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the opportunities for cooperation. These considerations for authors' increased reality
applications can be used in virtual reality applications.

Dodevska & Mihi¢ (2018) demonstrated the effect of virtual and augmented reality
technologies on project management with SWOT analysis. He analyzed the answer to the
question of whether these technologies could change the flow of current project management.

3. CASE STUDY

In this study, the construction phases of the 5-megawatt solar power plant built in the
Harran University Osmanbey Campus were monitored in 3D and traceability of the project in
the virtual reality environment was investigated. An orthophoto of the study area is shown in
Figure 1.

Figure 1. An orthophoto of the study area

The solar power plant installed in the campus area has been set up to meet the energy
needs of Harran University Research and Application Hospital. In order to follow up the
processes from the beginning of the project, in accordance with the demand from the
university management, three separate flights were made with the unmanned aerial vehicle in
the region while the solar power plant project was in progress.

4. METHODOLOGY

In this study, UAV, which is fully automatic flight capable after the take-off, is used
with the model named TurkUAV Okto V3 produced by Robonik Mechatronics Technologies
company. According to the prepared flight plan, the UAV was manually ventilated without
entering the project site, and according to the predetermined route, photographs of the project
study area were obtained automatically and downloaded manually. Photo shooting was
performed using the Sony RX100l1l compact camera with a 20.2MP resolution placed
underneath the UAV. The technical data of the unmanned aircraft and the camera are shown
in Figure 2 and Figure 3, respectively.
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v' 90x90x50cm dimensions
v’ 6kg total weight
v 18 minutes flight time

v" 36km/hour horizontal speed
v" 12km/hour vertical speed

v' 35km/hour wind resistance

v' 2km controller range

v" 3kg weight lifting capacity

-

" g i3 Aﬂ

- o S |
- 5 Q v' 0.8-1.69cm/pixel resolution

Figure 2. Technical specifications of TurkUAV Okto V3 UAV.

v’ 5472 x 3648-pixel resolution

v' 20.2 MP Exmor R BSI CMOS sensor
v' 28-100mm focal length

v' 1/2000 seconds shutter speed

v' 1S0 12800 low light precision

v F1.8—F4.9 lens aperture

v’ 281 gr total weight

Figure 3. Technical specifications of the Sony RX10011 compact camera.

Multiple parameters should be taken into consideration when working with UAVS.
First of all, the flight plan should be done well and the scenarios of any errors that may arise
should be reviewed carefully. The weather conditions (temperature, pressure, humidity) at the
time of flight of the region should be checked. In order to identify the obstacles that may be
encountered in the area where the flight will take place, it is necessary to check the dangerous
high objects on the land by going to the area before the flight. A flat surface should be chosen
as far as possible for the UAV to be able to take off smoothly. Before starting the flight, pre-
flight preparations should be checked step by step and then the flight should be started.

The flight plan of the land was prepared in the office before the data collection process
with the UAV. The flight plan was prepared with TurkUAV Ground Station v2.1.0, which is
the control software of the UAV. The flight was planned to be 1.37cm / pixel and the flight
height was 80m. The image overlay ratios of the images to be captured are set at 80% width
and 60% longitudinal overlap. After all the controls were completed, the flight was carried
out. The flight lasted 12 minutes and a total of 243 pictures were taken. A total of 240 aerial
photographs were obtained for each flight and the point cloud data of the project area were
created by evaluating these images. Existing software’s can generate a 3D point cloud such
as; Pix4D (commercial software) that has been used in this study (Figure 4 a, b, and c).

(b)

Figure 4. Point clouds of the project area in three different periods.

In Figure 4 a, b and c three UAV flights in different period and point clouds of the
project area is shown. At the end of image processing over 25,000,000 points are obtained
with a density of 14.34 (points/m?). From this 3D point cloud data, the surface models of the
project region were obtained (Figure 5).
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Figure 5. Surface models of the project area in three different periods.

In Figure 5 a, b, and c three UAV flights in different period and surface model of the
project area are shown. After the production of the surface model of the study area, the
modelling of solar panels in the region can be made. The modelling process is carried out by a
method called surface mesh (Figure 6 a, b, and c).

(b) (c)

Figure 6. Meshed surface models of the project area in three different periods.

The produced model is covered with real colour information and obtained a photo-
realistic environment and it has been made suitable for use in a virtual reality environment. In
this way, the surface models from the measurement for each period were shown to the
administrators from the computer monitor and the project was followed up.

In this study, changes in the project process were also analyzed by using point clouds
and height changes obtained after periodic flights. The final product of this study is an
analysis of the surface changes by using point clouds data and showing the surface changes to
the administrators (Figure 7 a, b and Figure 8 a, b).
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Figure 7. Surface change analysis of the project area (Period 1 and 2).
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(@) (b)

Figure 8. Surface change analysis of the project area (Period 1 and 3).

In Figure 7 a, b and Figure 8 a, b shows the results of the surface change analysis of
the project area. Figure 7 a and Figure 8 a show the changes between the first and second
periods and the point clouds of the project area created in the first and third periods,
respectively. The figure legends for the left graphs in the blue colours indicate areas where
there is no change. Figure 7 b and Figure 8 b show the analysis of changes in surface patterns
of the project area created in the first and second periods and in the first and third periods,
respectively. The figure legends for the right graphs indicate the height change of the project
area.

In virtual reality applications, it is more important to show the process of a project on
this scale. Therefore, transferring the models of these three situations to a scenario in a virtual
reality environment is the main element of this study. In this study, Unity Game Engine was
used to visualize the scenario of the project site. These models were transferred to the virtual
reality environment both to explore the project site and monitor the change in the project.
Virtual reality glasses were used to show this virtual reality environment to the user. This
study supports the establishment of an infrastructure that can be used for informing managers
in the pursuit of large and medium-scale projects while under construction.

5. CONCLUSIONS

In this study where the use of virtual reality technologies with the data obtained from
the unmanned aerial vehicle for the monitoring of the engineering projects, the two new
technologies will be successful in project monitoring and reporting. These models were made
transferable to the virtual reality environment to explore both the project site and the change
in the project. The data can be displayed in the simplest form to the managers who do not
have engineering expertise, such as the course of the project, the scale of the project area,
whether the plans are made in accordance with the project plan and by making the data
obtained in a fast and reliable manner into 3D and scale models. In this context, virtual reality
technologies have the potential to radically change the monitoring and reporting of large and
medium-sized engineering projects, along with other technologies that provide data such as
unmanned aerial vehicles.
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ABSTRACT

Technology is one of the key areas of rapid change and development in our world. The
pioneering of the subject of technology stems from the fact that human beings use their
knowledge and skills to produce the tools, equipment and services they need and use them
effectively. The technological advances that come up with each passing day are rapidly
involved in our lives and increase our quality of life and comfort. Technology is used
intensively in many sectors such as communication, construction, education, health and
industry, and makes important contributions to the theoretical and application areas. Among
these contributions, the sectors that are benefiting from this contribution are the trade sector.

The rapid change in the communication and interaction of commercial organizations
with their customers necessitates technological renewal. The technology world, which
progresses at the same pace, meets the new needs that arise due to social changes with
effective methods. The same parallelism of the world of trade and technology has brought
them together at the same intersection. The new driving force in this association is the virtual
reality applications, one of the most important technological developments of recent years.
Virtual reality, a new generation method for meeting the needs and expectations of the
business world as in many other areas, is a new exposure tool that uses three-dimensional
computer graphics based technologies that allow the individual to feel as if they are in a
physical virtual environment by misleading their senses. In this context; The main objective is
to convey the effects of the high and permanent interaction power of the virtual reality with
the cognitive and sensory experiences and the effects of the construction sector.

Keywords: Commercial approaches, virtual reality, construction

1.INTRODUCTION

One of the basic characteristics of human beings is development. At the same time,
this nature, which is a requirement of its nature, is the main reason of the engineering
profession and consequently technological developments. In the 21st century, technological
developments were the most intense. Many areas, especially important areas such as science,
trade, medicine and communication, have benefited greatly from technological developments.

This interaction, which will continue depending on the existence of human beings, is
of great benefit for the dissemination of knowledge and the discovery of new inventions. In
fact, the ability of human discoveries has increased so much that it is possible to witness more
than one innovation at the same time. Therefore, the technological developments that push the
boundaries of intellect and witness a new one at every moment take human life to a different
point.

Developments in technology provide significant contributions to numerous disciplines
in the field of theory and practice. Developed countries, behind their success, benefit from
these technological developments and, more importantly, their realization. At the beginning of
the topics where the countries in question achieve significant success, the information is
processed, evaluated and communicated. The success of the studies on this subject has led the
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countries that want to plan their future in the right direction to follow the technological
developments in which information, sound and moving images are provided. Because
tomorrow's societies build their infrastructures on technologies called today's information
technologies. Therefore, the current technological infrastructure needs to be positioned in the
most accurate and healthy manner. Otherwise, societies will be confronted with more complex
and difficult-to-solve issues in the future. Virtual reality (VR) applications take a substantial
and significant place in many sectors, given the benefits they provide, depending on these
conditions.

2. A BRIEF OVERVIEW OF VR TECHNOLOGY

VR can be defined as a human-computer interface that allows the user to interact and
integrate with a computer-generated environment (Liu, 2005). VR, also referred to as a type
of interaction method, is a special environment that uses the capabilities of effects to enhance
the user's real-world experience with computer-generated screen, sound, and text content
(Loijens et al., 2017). VR is a computer simulation using a special digital system equipped
with sensors that allows for a realistic interaction within a three-dimensional image or
environment (Whyte, 2003).

The thesis that was prepared by Ivan Sutherland in 1963 was the biggest and first step
in the name of virtual reality. As experience in the virtual environment influences one's real-
life experiences, VR acts as a bridge between virtual experiences and real-life experiences.
This study, which pioneered computer-aided drafting studies, has led to a significant number
of researches in the business world (Bridges, 1986).

3.VR LOCATION IN CONSTRUCTION SECTOR

Although VR is generally seen as an entertainment tool, it has recently opened up new
horizons for commercial applications and approaches to engineering problems (Bayraktar &
Kaleli, 2007). One of the areas where VR is ambitious is the construction sector and
management. Numerous application opportunities in the construction sector have led experts
to research for effective use of VR. It has significant potential for successful implementation
areas in the planning of construction projects, progress monitoring, work management, worker
training, time and cost analysis, quality management and sales processes (Ahmed, 2019).

The construction industry is one of the largest industries in the world. The construction
industry has undergone major changes from the beginning of its history. Especially in the last
century, we have witnessed many developments in the construction sector. The construction
sector, where major transformation and change has taken place, has gone over great distances
in terms of new approaches, methods, techniques and strategies to make bigger and better
activities (Escamilla and Ostadalimakhmalbaf, 2016). In this process, the construction sector,
which benefited the most from the technological developments, created important usage areas
in VR. The construction industry considered the three-dimensional and realistic experience of
VR as an important material used in the interactions of individuals in many ways (Dunleavy
and Dede, 2014). However, VR is a modern and effective facility management system that
facilitates the work of project authorities more satisfactorily than ever before (Koch et al.,
2014). In recent years, focused studies on this subject have brought successful results. VR,
with its solutions that respond to the desired expectations from the project owner, its executor
and its workers, also makes great contributions to the future (Behzadi, 2016).
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4. APPLICATION APPROACHES OF VR IN CONSTRUCTION SECTOR

VR, which offers a unique experience with its three-dimensional feature in the world
of civil engineering and management, offers the same benefits for the consumer (Park et al.,
2013). In this way, while allowing the consumer to have an opportunity to experience realistic
experience, it enables the project authorities to see the errors and risks before the project
occurs and to take necessary measures accordingly (Lin et al., 2013). Before entering VR
technology into the world of construction, the error management system was an expensive and
time consuming issue. However, with the help of VR technologies, error management
becomes very easy and effective, and there is no need for physical labor. Thus, resource
management is achieved in the management of labor, cost and time issues.

VR, which has shaped the future of the projects with its high predictive feature, also
has significant gains in the training of workers working in the construction sector. The
construction industry is considered to be one of the most dangerous industries due to its
inherent risk and uncertainty (Rozenfeld et al., 2010). Therefore, one of the biggest concerns
felt in construction projects is the training of employees. Because the quality and safety of the
construction of the workers depends mostly on the correct, permanent and effective training of
the employees (Demirkesen and Arditi 2015; Rumane 2016). However, this problem is not
easy to achieve at the desired level or at the standard level. With its use in this phase, VR
technologies are both a helpful resource for providing effective training to employees and
applying the safety management system as a specification.

The VR technologies used to reduce the accident rate on the site open large windows
for the training, monitoring and control of the safety management of construction companies.
Thus, VR-supported educational platforms will play an important role in avoiding serious
negativities that threaten possible occupational health by provoking a sense of one-to-one
(Ahmed, 2019). However, the fact that the new generation is a technology enthusiast has
made it necessary to pass the training model to new technologies that offer the opportunity of
engaging and experiencing instead of giving up passive teaching tools (Bhoir, 2015) Also, a
research done to reveal the effectiveness of VR training has shown that VR usage provides
excellent education as soon as possible. On the other hand, it has proved that the longest
duration of information in individuals (Sekizuka et al. 2017).

Thanks to these highlighted qualities of VR, the definition of timing in the construction
sector has also changed in recent years (Meza et al., 2015). Visualization of the studies carried
out on this subject compared to the timeline is important for the follow-up of the planned
process VR, which provides a visual comparison between the planned structures and
constructed shows that it is one of the most used and practical functions in project
management (Park et al., 2013).

VR provides great opportunities not only in the planning and realization stages of the
construction sector but also in the sales process after the completion of these stages.
Competition in the construction sector and the awareness of the society made it necessary for
the sector to use modern marketing strategies. Although VR is a solution that meets the
necessity of this issue, it also closes a very important gap by having a promotion and
marketing argument that increases the prestige of the company. In the process of introducing
and selling the projects to the customer, the fact that they are close to the distance by
eliminating the necessity of going to the physical environment and providing an effective and
strategic marketing opportunity once again reveal the advantage of VR. In addition, the VR is
an important contribution to the fact that the customers in the customer group have the
opportunity to experience the features they want, to find out if they meet their expectations
and to get information in advance. This practical and time-saving solution to the people living
in today's societies will provide significant comfort to the buyer.
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5.RESULTS

Our world, which is shaped by technological renewal, is becoming more and more
computer-oriented life. This transformation, which takes place quite quickly, eliminates the
possibility that our life will be the same as before. Moving from mobility to the life of today's
human, the boundaries of a universe, fast access to the axis of the need to ensure the
communication evolves towards the living model (Bayraktaroglu, 2008). The necessity of this
change and development brings many innovations to the use of humanity.

VR technology, one of the promising innovations of today's world, can bring people to
a new dimension with the fact that it provides realistic experience. This environment, which
resembles real life and is digitally generated, brings experience to an important depth. Thus,
VR technologies allow a project to be truly experienced before it is built. In addition,
employee training, security management system, progress tracking, labor management, error
management etc. It is a basic tool for subjects.

Recent research shows that VR technology will play an important role in the future of
construction management. With the integration of various subjects in the construction sector,
it will provide cost, time and energy savings, and will increase productivity through the
permanent impact on work and worker health. Nevertheless, it will be considered as an
effective communication tool in the sales phase, which is the most important process of the
construction world and will eliminate the need for physical environment and provide effective
time usage.
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ABSTRACT

Mankind is an impossible entity which cannot be thought separately with the
environment. This indispensable association brings a dynamic interaction. In this process, the
human being, who is forced to continue his / her life, uses the various aspects of the
environment in which he / she lives. However, factors such as increasing population,
industrialization and change in the life perception of the last period have increased this
utilization to the highest limits. In addition to the positive results, this situation has brought
with them negative quandaries such as human-nature irresponsibility and ecology-economy
power struggle. What is happened has been the century of environmental problems that could
bring an end to the human generation. This necessitates the rational implementation of all
opportunities for our planet, which gives warning signals. Within the scope of these studies,
“environment and education” topic has been one of the prominent topics. It is a controversial
issue whether the person who is the lead actor of the point is to realize that the solution also
needs to correct himself and environment perception . Therefore, environmental awareness to
be transferred to individuals will bring a radical and effective solution to most problems. In
addition, environmental awareness constitutes the boundaries of civil society behavior,
including basic human rights, equality and justice. It is important that individuals in the
society be educated for the correct positioning of the environmental perception that includes
these values. Environmental education is an education aiming each person to know the
ecology and natural balance, not to see him / herself out of this cycle and to realize the
position and weight in the system, to be aware of the factors affecting the environment and to
display the proper behaviors accordingly. The training model in achieving these important
objectives should be comprehensive and effective, which could lead to strong change in social
behavior. These conditions necessitates the environmental education models to be applied
within the scope of virtual reality, away from a utopian expectation. The reality of VR that
people will experience in the education process is an effective tool for creating a high
environmental impact. Virtual reality, which will be an effective recipe for sustainability and
knowledge, which is one of the basic problems experienced in education systems, will be able
to provide significant contributions to environmental education and our future depending on
the experiences it will experience.

Keywords: Environmental Awareness, Education, Virtual Reality

1. INTRODUCTION

Mankind is an entity which cannot be thought separately with the environment. This
indispensable association brings a dynamic interaction. In this process of interaction, people
who are obliged to maintain their lives benefit from the environment in which they live. This
extremely natural operation has become a weighted model with unilateral utilization over
time. This situation caused the human-environment equilibrium to unbalance unevenly. These
serious problems have started to be on the agenda of national and international platforms as
one of the priorities of today's globalizing world.
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These environmental issues, which show a continuous increase, have been forgotten or
ignored due to technological developments, and the disasters, which are increasing today,
have begun to be discussed in the last fifty years, albeit late, due to urban and environmental
problems. The main reasons for these problems are increased population, industrialization,
excessive consumption of resources and intensive urbanization. However, lifestyles based on
luxury and comfort have expanded the size of existing problems. This growth in the negative
sense has hit the face of humanity in the fact that environmental problems threaten not only
certain regions but also the whole planet and its future.

The history of mankind is full of deep-rooted innovations and changes, such as great
discoveries, global changes, industrialization, urbanization and modernism in the world of
science and technology. However, this has not always been a positive result, but also the
negative dilemmas such as human-nature irresponsibility and ecology-economy power
struggle. What has happened has been the center of environmental problems that could bring
an end to the human generation. This situation necessitated the rational implementation of all
opportunities in order to prevent environmental damage. The people who attempted to make
every effort for a chain of these important problems that threatened the planet and its future
began to resort to all possible remedies and evaluations. The need for effective environmental
education, which is thought to be made a great contribution by taking this effort into
consideration, will ensure the correct construction of environmental consciousness. By
fulfilling this need, the concepts most needed by today's societies such as value, virtue,
morality, balance and unity can be underlined again. At the same time, it is an important gain
to raise educated and conscious with eco-individuals in society in order to re-experience
human and nature's desired harmony (Atasoy and Ertiirk, 2008).

2. ENVIRONMENTAL EDUCATION AND PURPOSE

In today's world, problems called environmental problems are considered as identical
with the disappearance of the foundations of life (Cepel, 2006). The main actor of this
dangerous situation is the human being and the main reason is unconsciousness. The first
factor causing this negative situation is the lack of education and wrong education. Therefore,
environmental awareness to be provided by an effective education to individuals will provide
a radical and long-term solution for many problems (Karatas, 2011).

Environmental consciousness is a common understanding and obligation that covers
every aspect of life. In addition, providing environmental awareness constitutes the limits of
civil society behavior, including basic human rights, equality and justice. In order to increase
the environmental awareness that encompasses these values, individuals in the community
should be educated (Dedeler, 2004). Although different ways are suggested for the solution of
environmental problems, the most effective way is to prevent problems before they occur. It is
accepted that the most powerful method to provide this is education (Simsekli, 2004).
Because the desired level of development related to the human-environment duo will only be
ensured by the environmental awareness to be achieved due to a sound education.

Among the main reasons of today's problems are the inadequacies in the process of
acquiring knowledge and consciousness. Societies cannot comprehend that the environment in
which they exist and use it will be used by the latter after these shortcomings. However, the
environment is not an inheritance, but a trustworthy transfer to future generations. For this
reason, in today's societies, there is much more need for people who are compatible, friendly
and trained in their environment (Atasoy, 2005).

It is possible to reach the origin of environmental problems, to produce remedies for
these problems and to provide positive changes in the attitudes and behaviors of individuals
towards the environment through environmental education. Because, it is an indisputable fact
that individuals with adequate level of education and sensitivity play a more constructive,
protective and active role in solving environmental problems. From this point of view, it is
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aimed that individuals become conscious with environmental issues and problems, develop
solutions and abilities related to these problems and create a willingness to make effective
decisions by means of environmental education (Cole, 2007).

It is possible to summarize the objectives of environmental education as follows: to
perceive the environmental and natural phenomena experienced by individuals through
sensory organs and to provide them with sensitivity, to know the concepts of artificial and
natural environment comparatively, to comprehend the interaction between them with their
results, to learn and apply the methods for conducting environmental studies.To comprehend
the connections between other branches of science and to be a close follower of
environmental issues. Together with this, environmental education should adopt the concepts
of luxury and need with the differences and aim to bring fundamental benefits to social
progress by this separation (Khodabandeh, 2010)

3. VIRTUAL REALITY AND ADVANTAGES IN EDUCATION

Countries should develop new educational models based on ecology and environment
by the collaborative method, due to the global nature of environmental issues, regardless of
their structure and viewpoints. What is happening on the planet makes this a necessity rather
than a utopian expectation. Therefore, education policies need to be developed both in terms
of content and method and to be dealt with in a long-term way. It should be emphasized that
environmental education is not only a specific time and activity within the program, but also
has an interdisciplinary field of education. However, transferring the problems through the
environment in which they are experienced and their interactions is very important in terms of
permanence. However, the societies that will be educated with this perspective will continue
to find place in the world hosting them.

Education is one of the effective areas where today's technology is important. Students'
ever-increasing computer literacy is the most important factor that nurtures this situation
(Knight, 2006). The penetration of technology into every field and the increase in demand due
to related innovations have suggested the use of virtual reality (VR) in the field of education.
In addition to being a safe and fully controllable practice of VR technologies, it has provided
the student with the opportunity to learn with realism and interaction experience. This new
style has been promising for easier and more complex training (Kartiko and all, 2010).

An effective education should provide individuals with strong technical knowledge
and the ability to develop feasible solutions. Providing innovative solutions and enabling
sufficient skills to achieve employment in challenging business life. VR makes a significant
contribution to individuals with the motivation and confidence that it will create. The
technology, which is highly adopted due to all these returns, also satisfies the expectations of
the current generation of students (Abulrub and all, 2011).

In 1963, lvan Sutherland's thesis was the first step towards virtual reality. This study,
which pioneered the computer-aided drafting studies, has been the source of a significant
number of studies in the field of education (Bridges, 1986). Research on VR and similar
technologies has inspired new models for learning and teaching (Chen and Tsai, 2012).

In 1980, the term VR proposed by Jaron Lanier in the United States (Fuchs and all.,
2011) is briefly referred to as the computer-generated on world (Rheingold, 1991). From a
technical point of view; the user can view that can be seen from a particular camera in three
dimensions thanks to the software that manipulates a series of photographs . In more complex
systems, it allows the user to interact with the environment by getting help from various
instruments (Tuggy, 1998).

Virtual technologies have the potential to make students feel more determined and
motivated (Kerawalla and all, 2006). VR, one of the leading applications of virtual
technologies, is an innovative educational tool that enables students to solve real-life complex
problems with on-the-spot approach (Kartiko and all, 2010).
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VR provides a rich, interactive, engaging educational environment that supports
experimental learning (Mantovani, 2003). Improving the learning process, student motivation
and awareness raising are seen as other benefits (Horne and Thompson, 2008).

VR enables students to explore new areas, make predictions, design experiments and
interpret results with real-life experience (Steinberg, 2000). Because this constructivist
approach is based on student-centered experience, it makes that it easy for students to unleash
knowledge (Winn, 2002). VR, which enables the student to be active, allows autonomous
exploration with the interaction making complex concepts understandable and teaching by
living. In this way, students can achieve learning outcomes and cognitive skills through more
real-time interaction and reach more conclusive decisions (Kotrenza and all., 2009).

In addition, the opportunity of accessibility and experience provided by VR brings
great convenience to disadvantaged students in the society and increases the opportunities for
participatory training (Lange and all., 2010).

4. VIRTUAL REALITY IN ENVIRONMENTAL EDUCATION

Environmental awareness is expressed as the realization of the importance of a human
being's relation with his environment for his own existence (Erten, 2004). In recent years,
serious efforts have been made to create this sensitivity of societies and new searches are
being used. Environmental education is directly related to environmental problems.
Environmental education is an education aiming each person to know the ecology and the
natural balance, to realize their position and weight in this cycle, to be aware of the factors
affecting the environment and to display the correct behaviors related to them (Ugurlu and
Demirer, 2008).

Environmental education aims to develop a positive outlook on all environmental
values, to raise the level of knowledge, to develop a holistic approach to environmental
problems and to take responsibility (Thomson & Hoffman, 2003). By achieving these goals,
the natural environment will be protected and will not be damaged. However, the training
model in achieving such important goals should be comprehensive and effective, which could
lead to strong change in social behavior (Yildiz et al., 2008).

Developing environmental awareness in humans and creating environmental behavior
depend mainly on three factors. These are cognitive, affective and situational factors.
Cognitive factors correspond to environmental problems and ecological knowledge of
individuals. Emotional factors affect the environmental behavior and include the emotional
dimension of the ecological phenomenon. Situational factors affecting environmental
behavior include the status of individuals, their demographic structures and economic
conditions.

The success of VR on these three factors suggests that it will create the desired effect
on environmental education. If concrete examples are given in this sense; thanks to VR, it is
possible to allow students to visit a place which is not practical in real life, and to visit places
that are not suitable for transportation, health and safety opportunities with realistic feelings.
It provides the opportunity to observe the processes that are important both in terms of close
proximity and the importance of in-situ inspection. It will be appropriate to give this subject to
composting, which has a great place in environmental engineering. The fact that composting
processes are not present in many places, and they have drawbacks in their close observation,
make it difficult to reach the practical information on this subject. VR, on the other hand,
prevents the lack of education and provides a holistic approach.

Likewise, another study by Stanford and Oregon Universities supports the success of
VR. In a study to draw attention to the climate change and its consequences, it was aimed to
reveal the danger of extinction of marine ecosystems, one of the most insidious effects of
increasing CO2 emissions. Having discovered that VR is a powerful tool for improving
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environmental learning gains and attitudes, researchers have proven that simulating the effects
of ocean acidification is significantly encouraging people's environmental awareness (URL).

VR, which is a complementary material for the distance education method which is
also used by environmental engineering, is considered as an attractive source for today's
students. VR,which has proven effective in both face to face and distance education models;
construction, space, underwater, military and nature. The effective success it has provided has
inspired other areas of specialization and pushed them into new research that they can use
(Burnley, 2007).

5. RESULTS

Along with the changing world, the structure and impact dimensions of environmental
problems vary considerably. These environmental problems are the problems that affect the
quality of life of societies deeply and even reach the life threatening dimension. It is known
that the solutions of these problems will occur with the permanent environmental
consciousness to be provided to the people (Giirctioglu, 2013). Environmental education is
one of the topics that will be discussed in order to create environmental consciousness and to
achieve healthy future. Therefore, the contribution of individuals to environmental education
has to be prioritized by other contributions. Because all aspects of societies, states, and
ultimately those who manage the environment in which they live, are people living in that
environment. Individuals need to be educated according to their needs, owning the future,
taking care of the ecological balances, sensitive and environmentally conscious. For this
purpose, all kinds of social factors should be taken into consideration with a living process
and they should be continuously questioned and reflected on the educational models
depending on the results.

The training model for achieving such important goals should be comprehensive and
effective, which could lead to strong changes in social behavior. These necessary conditions
necessitate the model of environmental education to be applied within the scope of virtual
reality. The real and experienced feelings that the virtual reality will bring to the people in the
education process will create a high environmental impact. At the same time, virtual reality,
which is one of the main problems experienced in education systems and a highly effective
prescription for living knowledge, will make significant contributions to environmental
education and hence our future with the experiences it will experience.

As a result, it is clear that the VR is a new learning model that better meets the needs
of the 21st century student. Therefore, it is adopted with a rising trend among the newly
discovered educational models (ElImgaddem, 2018). Because of all these gains, it will be of
great benefit to benefit from VR technology which makes learning easy and efficient in order
to ensure environmental awareness permanently at all levels of education from primary to
higher education (Gutierrez, 2017).
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ABSTRACT

City planning as all kind of planning is about something unreal requiring much
imagination capabilities by those involved in this process. Therefore, the traditional means to
show the results of planning consisting mainly of lengthy reports and 2D maps are
insufficient. Although considerable research has focused on different visualization techniques
including heat maps, glyph annotated maps and tradition 2D graphs, studies on the
effectiveness of Virtual Reality (VR) in modeling the future of cities and on demonstrating the
impacts of “what-if” scenarios to policy-makers and communities is lacking. The purpose of
this research was to develop a largely automated workflow from a 2D map of a city block to a
3D model and finally to a VR environment that can be used without expert knowledge. This
will bring urban planning to a new level by visualization of big development projects on the
spot. The development of this workflow has been explained in detail. Deficiencies in the
current approach are discussed and directions for future research are given.

Keywords: City planning, GIS, GeodesignHub, CityEngine, Unity, Virtual Reality

1. INTRODUCTION

City planning as all kind of planning is about something unreal, something about to
happen in the future. How this future will look like is left to the imagination of those who are
doing the planning and those who will be affected by this planning. Traditionally, the results
of this planning have been laid down in the form of lengthy reports and 2D maps. For the
preparation of these maps, the use of Geographic Information Systems (GIS) has become
standard. The disadvantage of such a planning is that most people are reluctant to read
through hundred of report pages and have difficulties to read and understand 2D maps in the
right way. This applies not only to the general public that thus is excluded from the planning
process but also to most decision-makers as well. Not surprisingly, a world-wide poll
conducted for the National Geographic Education Foundation/USA revealed that only about
20 percent of the participants could identify hot-spots like Afghanistan, Iran and Irag on a
map (National Geographic Education Foundation and Roper ASW (National Geographic).
2002).

Given these circumstances, it is no wonder that in many cases, city planning cannot be
considered to be very efficient. The classical products of city planning are difficult to
understand sometimes even for experts and resemble hieroglyphs for the layman. As KACAR
et al. (2015) put it “Prepared plans are not being implemented in the way they were intended
to, which forms complex and ineffective differences between the plans and their
implementation.”

In 2015, Ballal described a web-based Geodesign software called “GeodesignHub”
that he had developed in cooperation with Carl Steinitz. He mentioned the challenges of 2D
and 3D visualization technologies when applied to large geographies or on regional planning
problems. According to him, this is due to the uncertainty of impacts given the long time
scales, multiple factors affecting the site and competitive interests and actors involved and the
unsatisfactory process of creation of design, which is largely disjointed from that of analysis
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and visualization. In this thesis, he described an effective bridge between GIS analysis and the
creativity of design into a seamless process. Using simple digital sketching and a rational
design analysis process based on GIS technology a digital workflow that enables collaboration
has been developed.

Most recent research results in neuroscience help to shed light on the question how the
spatial component of man's environment can be displayed more effective. In 2014, J. O'Keefe
M.-B. Mose and E. Mose won the Nobel prize for Medicine for their research on how the
brain manages to orientate itself in its environment (Moser et al. 2017).

The use of Virtual Reality (VR) tools brings urban planning and architectural design to
a new level. It allows a reality like experience of the results of planning efforts in the
presence. Moreover, interactive tools of VR offer even the opportunity to see the results of
changes to this planning immediately. Ivan Sutherland, one of the pioneers of VR, stated
already in 1965 “make that (virtual) world in the window look real, sound real, feel real, and
respond realistically to the viewer’s actions” (Sutherland, 1965). For the purpose of this paper
we use the definition of VR from Schweber et al. (1995). “Virtual reality lets you navigate
and view a world of three dimensions in real time, with six degrees of freedom. (...) In
essence, virtual reality is clone of physical reality.”

For communication of complex spatial information such as virtual 3D city models
immersive 3D virtual environments have been created. Such an immersion is related to user
experience and can be described as a ‘psychological state characterized by perceiving and
experiencing oneself to be enveloped by, included in, and interacting with an
environment’(Witmer & Singer, 1998).

Engel et al. (2012) described requirements and concepts of a system for visualizing
virtual 3D city models in large-scale, fully immersive environments and sketch its
applications in e-planning. According to this concept, stakeholders including citizens and
decision-makers, can explore a virtual 3D city model and examine different alternatives of an
urban project “in situ”. In their study, they identified hardware and 3D rendering requirements
that have to be fulfilled to achieve a high degree of immersion. As an example for such a
system, they show the Elbe Dom facility at the Fraunhofer IFF (Magdeburg, Germany), a
multiuser 360° cylindrical projection system 6.5m in height and with a diameter of 16m
suitable for large-scale interactive visualization.

Based on the findings of earlier studies of Hermund et al. (2016) and Hermund et al.
(2017) indicating similarities between the perception of architectural space experienced in
physical space conditions and in virtual reality, Hermund et al. (2018) discussed the
opportunities of architectural representation models in new media such as virtual reality, seen
in the context of perception, and neurology. They clarified to what extend subjective and
objective attributes of architectural space can be conveyed through a direct use of BIM
(Building Information Models) in Virtual Reality. By analyzing eye tracking of 60 test
persons they found out that virtual reality representation models are less demanding on the
cognitive load of the brain than three- dimensional models seen on two-dimensional computer
screens.

Mullins (2006) compared aspects of spatial perception in architecturlal application in
a physical environment, CAVE and at Aalborg University’s ‘Panorama’ theatre, a facility of
the Virtual Reality Media Lab. The results of his study showed that that depth perception in
physical reality and its virtual representations in CAVE and Panorama are quantifiably
different, that differences are attributable to prior contextual experience of the viewer, and
that spatial ability is an important contributing factor. Results indicated significantly better
overall accuracy of response in the CAVE than in the Panorama VR environment, which was
attributed to the relatively higher degree of immersion and movement possible in the first VR
environment..

Considerable research has focused on different visualization techniques including heat
maps, glyph annotated maps and tradition 2D graphs, but studies on the effectiveness of VR
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in modeling the future of smart cities and on demonstrating the impacts of “what-if”” scenarios
to policy-makers and communities is lacking (Jamei et al. 2017).

Kersten et. al. (2018) described a complete VR workflow covering the steps of data
recording, 3D modeling, texture generation, implementation in a game engine and
visualization by means of VR systems. Their research dealt mainly with the generation of 3D
models for cultural heritage objects like the Selimiye mosque in Turkey and Solomon's
temple. They presented a workflow that results in the creation of models featuring a high
degree of precision. Ernst et al. (2018) set up a workflow consisting of the usage of
GeodesignHub, CityEngine and Unity software to create future scenarios for a district of
Sanlurfa/Turkey and display it in a VR environment.

The purpose of this research was to develop a largely automated workflow from a 2D map
of a city block to a 3D model and finally to a VR environment that can be used without expert
knowledge. This will bring urban planning to a new level by visualization of big development
projects on the spot.

2. METHODOLOGY

To use GeodesignHub, ESRI's City Engine and Unity software, a high level of
software knowledge and a considerable amount of time is required. In order to overcome
these drawbacks a custom-made solution based on the API provided by GeodesignHub was
developed. By means of an user-friendly graphical user interace (GUI) a largely automatic
workflow has been created from Geodesignhub to City Engine and Unity3D, which facilitates
the selection of parameters and the flow of information from one system to the other.

The workflow consists of these three steps: 1) In GeodesignHub, the user has to select
a system (like agriculture or low-density housing). Then, he selects an user name and a new
development project in form of a polygon. For this project, he has to define several
parameters like the type of neighborhood and average amount of floors. 2) The selected
polygon is automatically transferred to CityEngine where it is modeled according to the
selected parameters. 3) In the last step, the user can easily transfer the modeled project to the
Unity game engine. It is automatically applied to the virtual reality environment in Unity. By
using VR glasses or other VR means, the user can experience the planned development
project as it was real.

Prior to passing through the workflow as described in more detail below, a database
using GIS (ArcGIS and QGIS) had been developed and works started on building evaluation
models. These models basically consisted of suitability maps created by means of multi-
criteria analysis (MCA) within the GIS. The MCA was implemented according to rules
described in MS Excel sheets. In this research, the whole workflow was implemented only for
the system named “Mihxed Use”. The evaluation maps were imported into GeodesignHub
(GDH), an online decision support system. In any case, these preparation works have to be
carried out by experienced users of GIS in cooperation with subject-matter experts.

After these preliminary works had been finished the first step of the workflow could
start. The evaluation maps served as a background, on which the area of new projects within
the system “Mixed Use” could be drawn using the user-friendly tools of GDH (see figure 1).
Then, the impact of such new projects like construction of new apartment buildings could be
investigated not only on its own system (mixed use) but, also on any of the 9 other systems
e.g. green infrastructure. Using this instant feedback, suggested projects could be edited using
2D maps until an optimal solution had been found. All the details of this step using GDH will
not be explained further here. They can be found in Rivero et al. (2015).
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Figure 1: 2D map showing a newly drawn project against the background of an evaluation
map.

During the second step, one selected project had to be imported into CityEngine where
its 3D model was created. While this could have be done manually we programmed it in a
way that the user had only to select a certain project and define its characteristics. Then, the
respective geometric data together with its attribute data were transferred into CityEngine and
the 3D modeling process automatically initiated.

To implement this step the API offered by GDH was used. For this, more information
can be found under the following link: https://www.geodesignhub.com/api/ Using Python's
“Spyder” module, a simple user interface was created that included options to select the three
following parameters: a) Prevailing house type, b) Amount of flooes, and c) District type.
(see figure 2). The selected parameters are imported into CityEngine by means of a Python
script (see figure 2).

Figure 2: GUI for selecting parameters of newly created project.

Within CityEngine, the imported parameters are interpreted as “rules” that are
included in a rule file. During the modeling process a 3D model is created based on the rule
file. For this study, the 3D models are created on-the-fly within seconds. The amount of
different 3D models depend on the amount of rules that have been created before. According
to the likelihood to be applicable in our region only a limited amount of rules had been
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created and stored withiin CityEngine. The respective rule is loaded depending on the
combination of selected 3 parameters. At the moment, due to the limited parameters that can
be defined the created 3D model is a relatively simple one corresponding only to CityGML's
LOD2 specifications (Open Geospatial Consortium, 2012).

During the third step, the 3D model created within CityEngine was rendered using the
game engine Unity. By using Unity's Holotoolkit library a new project selecting the most
appropriate parameters for our model had been prepared. This library provides the necessary
connection between the model and the VR glasses that have been selected to consume the
model.

Figure 3: 3D model created automatically in CityEngine

After the last step had been completed the project was ready to be consumed by any of
the different VR tools available on the market. In our case, we used the PC based LENOVO
Mixed Reality headset. The user has just to wear the VR glasses of this system and and adjust
it according to his eyes.. Now, he finds himself within the selected project and can move
around it.

FINDINGS AND DISCUSSION

We used a participatory GIS for entering and editing of spatially referenced data.
These data consist of proposed projects to be included in the plan for a respective area in the
form of polygons. By means of a simple user interface for any selected polygon certain
parameters can be defined.

In a second step, these definitions are forwarded to ERSI's CityEngine, a 3D modeling
software based on parametric modeling. This software interprets these definitions according to
predefined rules and creates automatically 3D objects like apartment buildings, office
buildings or shopping malls. Although in this research only a very limited number of
parameters were defined this list could be extended as long as required by the purpose of the
respective planning study. CityEngine virtually accepts an unlimited amount of parameters,
for which of course the rule files have to be set up by an experienced user of the software.
Depending on the complexity of the rule file one set-up might take up to 3 hours.

In this research, a system with only three parameters having 4 categories offering a
total of 24 different options has been developed. For a system with 4 parameters each offering
4 categories, which in turns includes another 4 sub-categories, the total would rise to 64
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different. However, the question is whether such a big amount of options is feasible keeping
in mind that the whole system has been designed for a certain user group (general public and
non-expert decision-makers) lacking the required expertise to drill down into the finest details
of a planning study.

So far, the system has been set-up only for the development of one city block that
poses a severe limitation for the development of more comprehensive plans. Furthermore,
such a city block can currently consist only of the same building type like apartment, office,
shopping mall, etc. In order to be realistic, a city block should contain different building types
for example. Here, the limitations are imposed by the simplicity of the used GIS software that
does not allow for a further subdivision of a project, which could define the footprints of
different buildings types present in the city block. And, without clear footprints the
CityEngine cannot produce 3D models because as a GIS its whole modeling procedures starts
from such polygons.

Another limitation lies in the lacking capability to create rules on the fly. Instead the
rules have to be created beforehand and stored within CityEngine from where they are loaded
depending on the selected parameters As hundreds of different combinations can be chosen
even with three parameters the creation of models for only a limited selection of parameters is
feasible at the moment.

In a third step, the 3D models created by CityEngine are forwarded to Unity, a game
rendering machine that create the environment to be used in a Virtual Reality application.
Virtual Reality consists of two components: While it is relatively easy to create a virtual
environment (any digital game that has been developed even 50 years ago was virtual), to
present this environment in a way that a human being interprets it as real is something totally
different. It requires that the 3D models used to be of high complexity showing so many
details that it can be felt to be “real”. As discussed before, a lot of input parameters should be
available if such a high fidelity model should be produced, something that might not be
possible during this kind of planning process. Certainly, there is a trade-off between
practicability of the planning process and high-fidelity of the virtual environment to be
created. However, if all stakeholders involved in the planning process including those setting-
up the system are aware of this situation a compromise that is reasonable for the special
purpose of the respective study could be found.

CONCLUSION

Advanced visualization in urban planning and urban design provides three main
benefits: (1) it assists in understanding the consequences of design schemes from multiple
perspectives;(2) it helps to understand the different layers of information about urban planning
and urban design; and (3) it offers an effective platform for communicating with others.

Key benefits of using VR in combination with Geodesign for designing smarter cities
include the following: 1) Capability to assess design ideas in real time and within a 3D space
during the design and planning phase; 2) Effective communication among different
stakeholders including academics, planning professionals, and communities; 3) Saving of a
significant amount of time by excluding guesswork in design; 4) Integration of all aspects in
the design and, thus, achieving a resilient sustainable city design with the least amount of
time/funds; and 5) Promotion of participatory planning.

A key challenge in implementing VR in urban planning is cost. Until now, the use of
VR has been limited to private companies and educational institutions that have access to
high-end workstations and trained staff. In addition, the visualization and simulation of urban
built environments require the extensive use of integrated software solutions to include GIS,
computer-aided designs (CAD), multimedia data, and different VR techniques. Future works
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are necessary to determine how urban designers who work in small companies will benefit
from VR systems in their urban design or planning practices.
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ABSTRACT

Virtual reality (VR) and augmented Reality (AR), as the new form of technologies are
developing and evoking public interest. These are immersive technologies that provide new
and powerful ways for people to generate,use and interact with digital information. These
technologies take traditional media beyond conventional screens and use photographic
images, video or computer generated graphics (sometimes provided as an 360-degree view
within your field of vision) as a new communication and interaction medium that can be used
across your company from marketing and sales to field services, training and data
visualization. There are lots of examples of how VR and AR can reshape existing ways of
doing things— from buying and selling a new home, interacting with a doctor, or watching a
football game. As the technology advances, price points decline, and an entire new
marketplace of applications (both business and consumer) hit the market. It is believed
VR/AR has the potential to spawn a multibillion-dollar industry, and possibly be as game
changing as the advent of the PC. This paper aims to show what VR/AR’s potential market
could be in the World today and in the future.

Keywords: Virtual reality, marketing, digital information, prediction.

1.INTRODUCTION

Virtual reality (VR) is a powerful technology that promises to change our lives unlike
any other. Our senses are stimulating artificially, so that our bodies become tricked into
accepting another version of reality[1].

virtual reality can take many forms in generally and can be considered to range on a
virtuality process from the real environment to fully virtual environment[2]. The following
diagram shows various forms along that process:

Mixed
Reality (MR)
VR video
(Video 360)
Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality (AV) Environment

The real environment is the real world that we live in. Augmented virtuality (AV) is
the result of capturing real-world subject and bringing that subject into VR. Augmented
reality (AR) refers to systems in which most of the visual stimuli are propagated directly
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through glass or cameras to the eyes, and some additional structures appear to be
superimposed onto the user’s World [3,4].

True virtual environments are artificially created without capturing any content from
the real world. Altough there are many differences between Augmented reality (AR) and
virtual reality (VR), but also there are many similarities, however the experiences may still be
very different. The consumer are transported to a different World by VR whereas virtual
reality elements are added to the local real World by augmented reality. Nevertheles, the same
hardware might be used for both while consuming or experiencing the content in practice [5].

An entire spectrum that encompasses VR, AR, and normal reality is used the term
mixed reality (MR). MR refers to bringing 3D virtual objects such as holograms into the real
world without the need to use any headset for watching in some cases. XR has also been
lately used to refer to the all fore-mentioned forms.

VR video (video 360 degrees) contains experience that lets users to turn in any
direction to view the content. On the other hand, the viewer lacks the ability to interact, move
around, and can be considered a passenger, watching as the content plays out. Live events
such as festivals have seen remarkable uptake for this type of VR because of the low technical
overhead associated with delivering such experiences to smartphones.

Visual rendering specifies what the visual display should show through an interface to
the virtual world generator (VWG). Similarly aural rendering involves aural processing and
haptic rendering haptic representation related to virtual world generator as presented in the
following figure 1:

Interaction ., Processing Experience

T\
Visual

Renderer
" Y
Virtual .

| Aural
World *—1 Renderer

Generator —_—

( N\

Haptic Haptic
Renderer | —| Player

- J

Figure 1: Virtual World Generator[2]

Today, low-cost consumer VR technology is surpassing professional head mounted
device (HMD) systems. The latest technological components, mainly arising from the
smartphone industry, have enabled high-resolution, low-cost, portable VR headsets to provide
compelling VR experiences.
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2.0verview of the VR/AR Market

VR/AR market will grow fast during the next few years according to the various
predictions. The general trend pointed out in all predictions is that the growth gains first from
consumer buying of VR gear and content. This is primarily based on games. Later on the
growth comes mostly from the industrial buying of AR technology and services.

The VR/AR market will grow during the period of 2017-2021 by around 100%
annually according to International Data Corporation (IDC)[6]. Total spending on VR/AR
products and services is expected to grow from USD 17.8 billion of 2018 to USD 215 billion
by 2021[7]

USA ($6.4 billion), Asia/Pacific excluding Japan ($5.1 billion) and Western Europe
(%$3.0 billion) are the biggest regions in 2018. USA will hold its major position by the end of
the forecast period but Western Europe will pass Asia/Pacific excluding Japan area. VR
market by region can be seen in Figure 2 [8].

VIRTUAL REALITY MARKET, BY REGION (USD BILLION)

2016 2017 2018-e 2019 2020 2021 2024-p

M North America W Europe Asia Pacific Row

Figure 2: Virtual reality market, by region (USD Billion)

The biggest source of VR/AR revenues in 2017 is consumers according to
International Data Corporation (IDC). However, other segments such as process
manufacturing, government, retail, construction, transportation, and professional services will
pass the consumer segment during the following years.

The consumer segment spending will largely consist of games with total spending
growing to predicted $9.5 billion by 2021.

According to IDC forecast, spending on VR systems (including gear, software,
consulting services, and systems integration services) will be greater than AR-related
spending in 2017 and 2018, largely due to consumer buying of hardware, games, and paid
content., AR spending will pass VR spending due to the industrial AR buying after 2018.

Digi-Capital’s prediction is highly modest as its forecast for VR/AR revenue in 2021
is around USD 120 billion even if the VR/AR industry would outperform [9]. In case of
underperforming the revenue in 2021 would be around USD 90 billion in the bad case.

Out of the other research companies that the value of all kinds of VR content (360,
interactive and immersive video) will generate USD 6 billion by 2022 according to ABI
Research predictions [10]. PwC’s prediction [11] is that VR video revenue will exceed
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interactive application and gaming revenue by 2019. SuperData Research expection is [12]
that VR revenue (excluding AR) will total USD 30 billion by 2020.

As a conclusion, the fore-mentioned forecasts predict the same trends: the VR/AR
market will grow fast during the next few years, but the “hockey stick” growth will not be
seen until the 2020’s.

The following diagram (Figure 3) shows the distribution of the companies according to
their focus application areas:

Health Care Culture
3

Learning

10 % Industry

34 %

Architecture
10%

Tools
13%

Games
23 %
Figure 3: Distribution of the companies according to their focus application areas.

VR/AR is a relatively new area. Therefore most of the companies are also very young.
Figure 4 shows the age division of the VR/AR companies:
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Figure 4: VR/AR software assumptions for year 2025

According to the marketsandmarkets.com, VR market by region can be seen in Figure

VIRTUAL REALITY MARKET, BY REGION (USD BILLION)
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Figure 5: Virtual reality market, by region (USD Billion)

The progression of base case hardware and software forecasts can be seen in Figure 6.
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Figure 6: The progression of base case hardware and software forecasts

3. CONCLUSIONS AND RECOMMENDATIONS

The VR/AR market is developing fast on global level. In order to run successful
business VR companies have to establish themselves swiftly both in local and in global
markets. The strategies of VR companies have to be based on the already strong skills and
develop them further. This requires more co-operations between the companies and also with
academic research institutions.

The biggest challenges are ensuring financing, and keeping and acquiring scarce talent
in some part of the World especially undeveloped countries. The next few years are
challenging especially for the start-ups to survive before the market starts growing
substantially.
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GIRIS

Giliniimiizde teknolojik degisim ve gelisim, egitim ortamlarini, 6gretim strateji ve
materyallerini etkilemekte ve degistirmektedir. Son yillarda digital egitim teknolojileri; iginde
bulundugumuz cagin gereksinimleri dogrultusunda ve bu yiizyilin geng niifusu olan Z kusagi
genglerinin ihtiyacimi karsilayacak sekilde, saglik egitimi alaninda da yayginlagsmaktadir.
Hemgsirelik egitimi de yiizyilin bu degisimine ayak uydurarak 6grencilerin kritik diisiinme
becerilerini gelistirecek, Ogrenme motivasyonunu artiracak ve Ogrenmeyi pekistirecek
teknolojik yenilikleri kullanmaya baglamistir (Silveira & Cogo, 2017). Bu teknolojik
yeniliklerden; simiilasyon mankenleri, sanal ortam simiilatorleri, videolar, egitsel oyunlar ve
mobil uygulamalarimin hemsirelik egitiminde son yillarda &grenilmesi zor, uygulamasi
kapsamli beceri 6gretiminde kullanildigi goriilmektedir (Silveira & Cogo, 2017; Cant &
Cooper, 2010; Giindogdu & Dikmen, 2017). Artirilmis gerceklik teknolojisi de deneyime
dayali 6grenmeye katki saglayan, gercek ve sanal diinyay1 bir araya getirme 6zelligiyle egitim
alaninda kullanimi yayginlasan yeni nesil teknolojik yenilikler arasinda yer almaya
baslamistir (Kiigiik, Kapakin & Goktas, 2015). Saglik bakim sisteminin yap1 taglarindan olan
hemsirelik mesleginin egitim ve ogretiminde de artirllmis gergeklik teknolojisi
uygulamalarinin yayginlastig1 gériilmektedir (Wiiller, Behrens & Garthaus, 2019; Zue, 2016).

Tim bu bilgiler dogrultusunda bu derlemede, ortaminin gercekligini arttiran ve soyut
kavramlar1 somutlastirarak 6grenmeye katki saglayan artirilmis gergeklik teknolojisinin
tanimi, hemsirelik egitimindeki yeri, onemi ve bu konuda yapilan arastirma sonuglari
tartisilmastir.

ARTIRILMIS GERCEKLIK KAVRAMI

“Augmented Reality” olarak adlandirilan artirilmis gercgeklik, “gergcek™ ile “sanal”in,
gercek zamanl olarak bir araya gelmesi ve etkilesime girmesini saglayan ve ayni ¢ercevede
bulunmasini hedefleyen uygulamalardir (Ozaslan, 2011). Azuma’ya (Azuma, 1997) gore
artirllmig gergeklik; gercek ve sanalin gercek ortamlarda harmanlanmasi, gercek zamanh
etkilesim ve {li¢ boyutlu ortamlarda bu unsurlarin konumlandirilmasi seklinde ii¢ temel
ozellige sahiptir. Milgram ve Kishino’ya (Milgram & Kishino, 1994) gore ise gergek bir
ortamin goriintiilenmesinin sanal nesneler araciligi ile arttirildigi tiim durumlar “Artirilmis
Gergeklik” olarak tanimlanmaktadir.

Artinllmis gergeklik, optik temelli ve video temelli teknolojiler olmak iizere iki sekilde
olusturulmaktadir.  Her ikisinde de gercek diinya ile sanal diinya ayni platformda
goriilmektedir. Optik temelli teknolojinin kullaniminda sanal diinya, kullanicinin bagina
yerlestirdigi gozliik seklinde cihazlar yardimu ile ger¢ek diinya ile biitinlesmektedir. Video
temelli sistemlerde ise, video kameralar kullanilarak, gercek diinya ile sanal diinya bilgisayar
ekraninda biitiinlestirilmektedir (Azuma, 1997). Artirnlmis  gergeklik uygulamalar
giiniimiizde, akilli gozlik, akilli saat, kulaklik, kask baglantili ekran, t-shirt, gibi giyilebilir
teknolojilerle birlikte, tabletler, akilli telefonlar gibi mobil araglarla uygulanmaktadir (Erbas,
2014; Wiiller, Behrens & Garthaus, 2019).

161



Ilk olarak askeri alanda, savas pilotlarinin ugus sirasinda kullandiklari artirilmis
gerceklik uygulamalari, glinlimiizde bir¢ok alanda ve hatta giinliik yasantimizda kullanilmaya
baslanmigtir. Reklam, sanat, pazarlama, miithendislik, mimari, ticaret, GPS, cografi etiketleme,
eglence, oyun, saglik, miizecilik gibi alanlarda kullaniminin yani sira egitim alaninda da
kullanim1 giderek yayginlasmaktadir (igten & Bal, 2017; Somyiirek, 2014). Artirilmis
gerceklik ile gercek diinyada ¢esitli imkansizliklar sebebiyle ulagilamayan ya da
somutlastirilamayan egitim ile ilgili uygulamalar zenginlestirilebilir (Ozaslan, 2011).

ARTIRILMIS GERCQKLIK UYGULAMALARININ
EGITIME SAGLADIGI KATKILAR

Artirllmis gerceklik uygulamalarinin da i¢inde bulundugu digital egitim teknolojileri
ile ogrenciler, 6grenme ortamlarinin fiziksel alan1 digina c¢ikarak, icerige gercek zamanl
olarak ve nerede olursa olsun erisebilme olanagina sahip olurlar (Lahti, Haténen, & Valimaki,
2014). Artirllmis gergekligin egitim alaninda kullanimi ile Ogrencilerin ilgili konuyu
ogrenmeleri iizerine bir¢cok fayda sagladigi goriilmektedir. Artirilmis gereklik teknolojisi
kullanilarak olusturulan ders materyalleri ile 6grencilerin sadece ders basarist degil, aym
zamanda derse olan ilgisi artmakta, kavramlarin ve siireclerin 6grenilmesine katki
saglanmaktadir. Soyut kavramlar somut hale getirilerek ve gorsellestirilerek 6grenme
kolaylagtirilmaktadir (Radu, 2014; Somyiirek, 2014).

Saglik egitimi alaninda da cesitli bilgi ve becerileri kazandirmaya yonelik artirilmis
gerceklik uygulamalar1 gelistirilmektedir. Saghk egitimi ile ilgili artirlmis gergeklik
uygulamalarini iceren arastirma sonuclari, 0grencilerin artirilmis gercekligi bir 68renme
teknolojisi olarak kabul edebilecegini ve artirnllmis gergekligin  tibbi  kavramlarin
anlasilmasiyla, 6grenmenin kalicili§ini artirarak 6grenme etkisini artirabilecegini gostermistir.
Artirillmis gergeklik teknolojisi ile 6grencilerinin 6grenme stillerine hitap ederek 6grencilere
daha kisisel ve kesif¢ci bir 6grenme deneyimi sunulmaktadir. Ayrica artirnllmis gerceklik
teknolojisi ile beceri egitimi sirasinda hata yapilirsa hastalarin giivenligi korunmaktadir
(Kiigiik, Kapakin & Goktas, 2015; Zue, 2016).

Hemsirelik egitimi de degisen ve gelisen teknoloji disiliniildiigiinde ve iginde
bulundugumuz c¢agin geng nesli diisiiniildiiglinde bu teknolojik degisimlere ayak uydurmak
durumundadir. Boylece 6grenciye aktarilmasi zor, hastalara zarar verebilecek girisimler,
tekrar tekrar uygulanarak beceri 6gretimi kalici bir sekilde gerceklestirilecektir.

HEMSIRELIK EGITIMINDE ARTIRILMIS GERCEKLIK iLE iLGILi
YAPILAN CALISMALAR

Artirllmig  gergeklik teknolojisinin hemsirelik alaninda kullanimina yonelik ilgili
literatiir incelendiginde ¢aligmalarin hemsirelik klinik ortamlar1 ve hemsirelik egitimi olmak
iizere iki alanda toplandigi goriilmektedir. Hemsirelik klinik ortamlarina yonelik artirilmis
gerceklik teknolojisinin kullanildigi caligmalar incelendiginde, yara bakim yonetimi (Aldoz,
Shluzas, Picham & Eris, 2015; Wiiller, Behrens & Garthaus, 2018) uzaktan hasta takibi
(Gonzalez, Villegas, Ramirez & Sanchez, 2014), yash hastalarin damarlarmi gorsellestirme
(Fumagalli, Torricelli, Massi & Calvani, 2016), ameliyathane hemsirelerinin farkindaligini
artirma (Yoshida, Sasaki, Sato & Yamazaki, 2015) ve ameliyathanede kullanilan tibbi cihaz
yonetimi (Nilsson & Johansson, 2007) gibi konularin ele alindigi ¢esitli arastirmalar
bulunmaktadir. Hemsirelik egitimi alaninda ise ¢aligmalarin sayisinin az oldugu ancak son
yillarda giderek artmaya basladig1 goriilmektedir.

Bu derlemede, sonuncusu Mayis 2019°da yapilan, “hemsirelik egitimi”, “artirilmig
gerceklik” ve “nursing education”, “augmented reality” anahtar kelimeleri ile
kombinasyonlar yapilarak taramalar yiiriitiilmiistiir. Tiirkce ve Ingilizce dilinde yazilan, tam
metnine ulagilan hemsirelik egitiminde artirilmis gerceklik kullanimini inceleyen arastirma
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makalelerine ulasilmaya c¢alisiimistir.

Artirllmis  gergeklik teknolojisinin  hemsirelik

egitiminde etkisinin incelendigi ¢alismalar Tablo 1’de sunulmustur.
Tablo 1: Artirilmis gerceklik teknolojisi kullanilarak yapilan hemsirelik arastirmalarinin

ozellikleri
Aragtirmanin Arastirma deseni | Orneklem Sonuglar
yazari ve yili Grubu
Aebersold  ve | Nitel ve nicel | Hemsirelik Nazogastrik sonda yerlestirme beceri egitimini
ark. (2018) karma desen Ogrencileri artirllmis  gerceklik yontemi ile gerceklestiren
(n=69) ogrencilerin, tim kontrol listesi maddelerine
gore dogru yerlestirme orani, kontrol grubu ile
karsilagtirildiginda istatistiksel olarak anlaml
bulunmusgtur (p <.011).
Tilghman ve | Nitel calisma Hemsirelik Juxtopia® CAMMRAD  Medic  prototip
ark. (2018) birinci  siuf | gozliikleri ile uygulama yapan Ogrenciler,
ogrencileri kontrol ~grubuna goére materyali anlama
(n=25) konusunda kendilerinden emin hissetmislerdir ve
beceri ile ilgili gliven duymuslardir.
Vaughn ve ark. | Pilot calisma, | Hemsirelik Google Glass kullanilarak uygulanan artirtlmig
(2016) karma desen ogrencileri gerceklik uygulamasi ile Ogrenciler, gergek
(n=12) hayattaki bir hastayla etkilesim halindeymis gibi
hissetmislerdir ve giiven duymuslardir.
Pugoyl ve ark. | Pilot galisma Hemsirelik Artinnllmis  gergeklik  teknolojisi  kullanilarak
(2016) ogrencisi olusturulan ¢izgi roman seklindeki prototip ile
(n=17) Ingilizce 6grenme, basili materyallere kiyasla
daha iyi bir 6grenme saglamaktadir.

Rahn ve ark. | Karma desen Hemsirelik Artirllmis  gergeklik  kullanimi ile Ggrencinin
(2014) birinci smif | 6grenmesi kolaylagsmistir ve anlama diizeyi
ogrencileri artmistir.

(n=14)
Garrett ve ark. Pilot calisma, | 1. ve son sif | Yatak basinda artirilmis gergeklik kaynaklarina
(2015) karma desen ogrenciler ulasim  6grenmeyi  desteklemektedir  ancak
(n=72) artirllmis  gergeklik  uygulamasi  sirasinda
yasanilan teknik sorunlar 6grenme deneyimini
olumsuz etkilemektedir.

Incelenen calismalardan biri olan, Aebersold ve arkadaslarmin (Aebersold, Voepel-
Lewis & Cherara, 2018) 69 hemsirelik Ogrencisi ile yaptigi c¢alismada, Ogrencilerin
nazogastrik sonda yerlestirilme becerisi, iPad teknolojisi ile diizenlenmis artirilmis sanal
simiilasyon egitimi modeli ile gergeklestirilmistir. Ozellikle 6grencinin nazogastrik sonda
yerlestirme islemi sirasinda anatomik bolgeleri gorebilmesine imkan taniyan bu uygulamanin
sonuglarina bakildiginda, nazogastrik sondayr tiim kontrol listesi maddelerine uygun
yerlestirme diizeyinin deney grubunda kontrol grubuna kiyasla anlamli derecede daha iyi
oldugunu goriilmektedir (p=0.011). Katilimcilar artirilmig gergeklik uygulamasini, gercekei,
kullanim1 kolay, zevkli ve beceri egitimi igin yararli bir ara¢ olarak gordiiklerini
belirtmislerdir. Ayrica, hemsirelik 6grencileri artirilmis gerceklik programinin standart egitim
yontemleriyle karsilastirildiginda iistiin bir egitim yontemi sagladigint bildirmistir. Bu
uygulama ile 6grenci, rahat hissetmekte, tiim adimlar1 hatirlamakta ve islemi etkin ve giivenli
bir sekilde gerceklestirebilmektedir.

Konu ile ilgili baska bir ¢alisma olan Tilghman ve arkadaslarinin (Tilghman, Doswell,
Collington, Utili, & Watties-Daniels, 2018) simiilasyon ve artirilmis gergekligi kullanarak
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yaptiklar1 arastirmada, 25 birinci sinif hemsirelik 6grencisinin, intravendz ilag verme ve kadin
mesane Kateterizasyon becerilerini uygulama diizeylerine bakilmistir. Veriler, Juxtopia®
CAMMRAD Medic prototip gozliikleri ile saglanmistir. Uygulamalarin tamamlanmastyla
ilgili olarak, kontrol grubu gerekli islemleri deney grubundan daha hizli bir sekilde
tamamlamistir. Arastirma sonucunda deney grubu 6grencilerin, materyali anlama konusunda
kendinden emin hissettigi ve beceri ile ilgili giiven duydugu bildirmistir. Bu ¢alisma
sonucunda aragtirmacilar, hemsirelik egitiminin temelini olusturan, ders anlatimi, laboratuvar
uygulamalar1 ve klinik deneyimlere ek olarak teknolojinin kullanilmasinin, hasta bakimi ve
klinik beceri kazandirmada degerli bir yardime1 oldugunu belirtmislerdir. Artirilmis gerceklik
ile sunulan bilgi, 6grencinin 6grenmesini 6nemli dl¢iide etkilemektedir.

Benzer bagka bir arastirma olan Vaughn ve arkadaslarinin (Vaughn, Lister, & Shaw,
2016) 2015 yilinda Amerika Birlesik Devletleri'nde bulunan bir hemsirelik okulunda
yaptiklar1 pilot caligmaya 12 hemsirelik 6grencisi katilmistir. Yiiksek dogrulukta bir
simiilasyon mankeni ile artirilmis gerceklik teknolojisini birlestirerek, “Augmented Reality
Headset (ARH)” ad1 verilen gercekeilik algisini artirmak i¢in yenilik¢i bir hibrid simiilasyon
olusturulmustur. ARH cihazi olarak Google Glass kullanilmistir ve bu cihaza akut solunum
sikintis1 yasayan bir hastanin senaryosunu igeren bir video yiiklenmistir. Ogrencilerden bu
hastay1 degerlendirmeleri istenmistir. Ogrenciler bu uygulama sonucunda, ARH’1 yararh ve
etkili bir 6gretim kaynagi, motivasyonel ve bagimsiz problem ¢6zmeye katki saglayan bir arag
olarak degerlendirmislerdir. Manken iizerinde aktarilmasi zor olan sorunlar, artirilmis
gerceklik kullanilarak gercek hayattaki bir hasta ile etkilesim halindeymis gibi
hissettirmektedir. Ogrencilere ARH ile ilgili engeller soruldugunda ise deneyim eksikligi ile
ilgili sorun oldugu bildirilmistir ve yalnizca bir 68renci bu uygulamayi1 dikkat dagitici
bulmustur.

Hemsirelik egitimi alaninda yapilan artirilmis gerceklige yonelik aragtirmalarin sadece
klinik beceriye yonelik olmadigi, Pugoyl ve arkadaslarinin (Pugoyl,& Ramos, 2016)
yaptiklar1 calisma ile goriilmektedir. Pugoyl ve arkadaslari, 17 katilimci ile hemsirelerin
Ingilizce yeterliliklerini gelistirmeye yardimci olmalar1 igin klinik senaryodan olusan,
Ingilizce hemsirelik iletisimi iizerine ¢izgi roman seklinde bir 6grenme materyali prototipi
gelistirilmislerdir. Bu uygulama, Kkullanicinin mobil cihaz1 ¢izgi roman seridi iizerine
getirmesi ile birlikte, hem okuyup hem sesini duyabilmesine imkan tanimaktadir. Boylece
kelimelerin dogru telaffuzu ve ifadeleri dogru anlamasi saglanmaktadir. Ankete katilanlarin
cogu, artirtlmis gerceklik ile gelistirilen malzemenin yalnizca basili malzemeden daha iyi
oldugu ve 6grenme deneyimlerini gelistirdigi konusunda hemfikirdir.

Yapilan bir bagka arastirma ise anatomi dgretiminde artirilmis gerceklik uygulamasina
yoneliktir. Rahn ve arkadaslar1 (Rahn& Kjaergaard, 2014) Danimarka’da bir hemsirelik
okulunda 14 birinci siif hemsirelik 6grencisinin katilimiyla iPad ile artirilmis gergeklik
teknolojisini kullanarak akciger anatomisinin gorsellestirmesine olanak veren bir uygulama
gelistirilmislerdir. Uygulama sonrasinda arastirmaya katilan Ogrenciler, bu yeni o&gretim
yontemi ve teknolojiyi yardimct ve umut verici bulmuslardir. Ayrica 6grencilerden bazilari,
artirtlmis gergeklik uygulamasi kullanilarak gorsellestirilen akciger anatomisinin, bir ders
kitabindan ¢ok daha gercekei bir goriintii sagladigini ifade etmektedir.

Yapilan bu ¢aligmalarin yani sira artirilmis gergeklik ile 6gretimin 6grenci 6grenmesi
iizerinde olumlu etkileri oldugu gibi kullanilan teknoloji ile baglantili olarak olumsuz bir
takim sonucglar1 da igerdigi goriilmektedir. Garrett ve arkadaslarinin (Garrett, Jackson, &
Wilson, 2015) klinik beceri laboratuvari egitimini desteklemek amaciyla yaptiklari pilot
calismaya birinci ve dordiincli siif toplam 72 lisans Ogrencisi katilmistir. Hemsirelik
ogrencilerinin klinik beceri laboratuvarinda kullandiklar1 bazi materyaller ve protokoller
gorsel isaretleyiciler ve QR kodlar1 kullanilarak etiketlenmistir. Ogrencilere, klinik el
yikamanin ve solunum oskiiltasyonunun nasil yapildigini, solunum degerlendirmesinin
ardindan uygun oksijenasyon ekipmaninin nasil segilecegini gosteren Web tabanli videolar
sunulmugtur. Arastirma sonunda yatak baginda artirilmis gerceklik kaynaklarina ulagimin
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ogrenmeyi destekledigi yoniinde olumlu geri bildirim alinirken yavas yiikleme, uyumsuz
akilli telefonlar, internet baglantis1 aksakliklari gibi teknik sorunlarin 6grenme deneyimini
olumsuz etkiledigi bildirilmistir. Ayrica, Ogretmenlerin de artirilmis gerceklik ile ilgili
pedogolojik egitim almalar1 gerekliligi sonucu belirlenmistir.  Artirilmis  gergekligin
hemsirelik egitimine sagladig1r pozitif yonlii katkilar disinda yasanilan teknik zorluklar,
olumsuz 6zellikleri igermektedir.

SONUC VE ONERILER

Artirillmig gerceklik uygulamalarinin, gézle goriilemeyen soyut yapilari ii¢ boyutlu
olarak gorsellestirerek igerigi somutlastirdigl ve anlasilmasi gii¢ konular1 daha anlasilir hale
getirdigi boylece anlamli ve etkili 6grenmeyi kolaylastirdig: belirtilmektedir (Wu, Wang, Liu,
Hu & Lee, 2014; Kipper, Rampolla, 2012). Hemsirelik egitiminde de artirilmis gergekligin
kullanilmasina yonelik yapilan arastirma sonucglarinin ¢ogu, bu yoOntemin Ogrencilerin
ogrenmesi lizerine olumlu etkileri oldugunu, O6grenmeyi destekledigini ve beceri
performanslarini artirdigint gostermektedir.

Hemsirelik lisans miifredat1 i¢erisinde yer alan, anlagilmasi zor teorik igerigin yani sira
maket lizerinde 6greniminin giic oldugu, soyut yapilar barindiran ve dgrencilerin uygulama
alanlarimin kisitli oldugu psikomotor becerilerin de artirilmis gergeklik teknolojisi kullanilarak
hemsirelik 6grencilerinin bilgi ve klinik becerilerine olumlu katki saglayacagi goriilmektedir.
Ayrica bu teknolojik gelismenin, mobil cihazlara entegre edilmesi ile daha ¢ok Ogrenciye
ulagilacagini, O0grenmeyi pekistirecegini ve Ogrenciye uygulamalar ile ilgili 6zgiliven
kazandiracagin diisiinmekteyiz.
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ABSTRACT

This paper presents a concept for a new educational method which, develop with
Virtual Reality. Technology can be used in especially repetitive and important educational
process. Employee orientation is compulsory operational process in hiring. Current employee
orientation programs are dull not so efficient and dull. Virtual Reality designed to create
immersive experience with realistic visuals. In the globalized and technologically developing
world we are living in, education becomes faster and digital. With the increasing importance
of education in daily life, lots of tools have been developed. Virtual Reality, satisfy these
needs with immersive and easy to use functions. With Virtual Reality tools, the long
educational process becomes shorter and effective. Educational contents are developed based
on scenarios, thus it is easy to understand. As an example, global companies hire lots of
employees periodically. With VR solutions, the orientation processes digitalized and take less
time than before. That’s why educational softwares can be developed in companies which
have innovation center. With wide spreading standalone VR hardware like Oculus Go,
integration of developed software becomes easier.

Educational VR software developed for android operating system, due to hardware
mostly works with android. According to educational contents, modelling the environment
and characters with software like 3DSMax then animating with Unity. Quality of the
educational process has been increasing with, users that directly included the educational
contents without any middleman. Contents of VR solutions mostly focused on Health and
Safety scenarios, thus users experience the accidental scenarios with as safest possible and
gain essential information that needed. With this educational process, health and safety
awareness of blue and white collars have been increased. As output, interactively and easily
learned educational contents can be provided with Virtual Reality tools.

Keywords: Virtual Reality, Education, Innovation, Health and Safety

INTRODUCTION

Orientation processes for new employees have crucial importance. Employee
orientation is a way to introduce new employees with company rules and regulations,
organizational culture environment and other major thing directly relates with organization.
Employee retention is the first impression or perception of employee about their job
organization. Employee orientation is a very constructive way to give positive feeling to
newly hired employees for welcoming them and make them comfortable and provide them
opportunity to absorb them within organization [1]. Orientation programs have big role for
creation good first impression to newcomers. For getting better feedbacks, orientation
programs should be fast, interactive and afar from dullness.
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Orientation with VR decrease the time spent to orientation besides increasing
efficiency. ASTD survey suggests that seven percent of all training and development
expenditures are spent on orientation. Today, there is increasing interest in what has been
termed “rapid-onboarding.” That is, getting new employees up to speed as quickly as possible
[2]. Furthermore specific health and safety scenarios should be told to the newcomers. Health
and safety rules are the necessary part of the orientation program. Especially work areas like
factory or warehouse have high possibility of accident. Without any information about
protection methods from the accidents, accidents risks get higher. New employees or current
employees who are transferred from another project must attend a project-specific new-hire
safety orientation. This program provides each employee the basic information about the
company worksite safety and health rules, federal and state OSHA(Occupational Safety and
Health Act) standards, and other applicable safety rules and regulations. Employee attendance
is mandatory before working on the construction project [3].

Health and Safety rules consists possible accidental scenarios, emergency procedures
and protection methods. Mostly in companies there are more than one person dedicated to
orientation program. While the process is repetitive and absolutely necessary, with developing
technology improved ways can be used. Virtual reality, great tool for educational process. VR
was shown to be very effective for learning procedural tasks, in which students learns
sequence of steps to accomplished a task requiring maneuvers in tree-dimensional space.
Examples include as operating a vehicle, fixing on a complex piece of machinery and finding
your way around an otherwise unfamiliar landscape [4]. Repetitive educational methods can
be use as content. Beside, with interactivity feature education methods can be change with
learners’ capacity.

Learners could effect and change the education scenarios according to their choice.
Thus, newly hired employers can virtually practice the accidental scenarios. Based on
standard learning pyramid, generally, the adult learners remember only about 5-10% of what
they are told and read, about 30% of what is actually demonstrated, and about 75% of what
they practice [5]. With Virtual Reality technology, corporate life educations like employee
orientation and health and safety rules will become more effective and immersive. Due to lack
of the middle man with learners and education material, they can be adopting new
environment and its rules more easily. VR technology that tested for orientation program and
contents of it will be explained in this article.

VIRTUAL REALITY HISTORY

Virtual Reality is a technology that known for years. Based on watching and
experiencing the realistic environment with specific device. Virtual reality is high-end user-
computer interface that involves real-time simulation and interactions through multiple
sensorial channels. These sensorial modalities are visual, auditory, tactile, smell and taste [6].
The first known Virtual Reality device is Sensoroma, which developed by Morton Heilig in
1962. It was device for watching colorful display with stereo sound system. After Sensorama
Head Mounted Display (HMD) has been developed by Ivan Sutheredland with the inspiration
of Heiling’s work.

Virtual Reality devices become less heavy with HMD’s. Hence with HMD’s spreading
of Virtual Reality notion, become easier and faster. After knowledge of Virtual Reality
concept spreading, it has been used, in other purposes than entertainment. The National
Aeronautics and Space Agency (NASA) was another agency of the American government
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interested in modern simulators. It needed simulations for astronaut training, as it was difficult
or impossible to otherwise recreate conditions existing in outer space or distant planets.

In 1981, on a very small budget, NASA created the prototype of a liquid crystal
display (LCD)-based HMD, which they named the Virtual Environment Display (VIVED)
[7]. After simulation examples, VR technology has been improved with educational contents.
MHD Virtual Reality is widely considered to be one of the most viable technology
applications for use in education [8].

VIRTUAL REALITY IN EDUCATION

With developing technology, educational processes evolved like everything else.
Virtual Reality tools provide great opportunity for learning. Educational Contents like Health
and Safety is crucial topic for employees who work in places have accidental risks like
production facility or warehouses. It is the fact that experiencing is good way to learn but
situations like accidental scenarios are too dangerous even practice it. Especially educational
contents which focusses on practices, took digital shape. That’s why Virtual Reality create
new digital environment for experiencing the situations. Studies emphasized that VR does not
furnish only passive copy of reality, but its reconstruction is a model where users can act. It
reacts and behaves as in real environment. This important feature overcomes the inherent
limitations of perception, which should be applicable only to objects physically perceptible.

As technology continues to improve, VR systems will become pervasive
instrumentation for research in education across the disciplines [9]. For testing VR technology
in orientation program, an application developed.

Figure 1. Health and Safety education program in DHL warehouses

Application based on watching corporate videos with VR. An application that
developed for Virtual Reality devices, have 5 different modules Fig. (2). Introduction,
Innovation, Health and Safety, Fun and City Tours. Each module can rename. Also contents
of the modules can removed or replace with some other videos. In introduction module user
can watch the basic information about the company that newly hired. These videos may
include the rules and work environment. In second module, Innovation user can watch the
innovation that company made.

In health and safety module consists Health and safety rules and simulation of
accidental scenarios. Scenarios modeled and designed for this application and decided with
Health and Safety specialists Fig. (3). Arrangements have done for coherence with VR. In the
development process of scenarios, gamification principle is considered. For a longer using
time, user should have motivation. After the creation of development planning and scenarios,

170



visuals of location, environment and characters decided. Models created with 3DSMax. While
the modelling of visuals like fire, particle effects have been used. According to scenarios,
animations have been produced.

The application developed in Unity 3D. In the first phase, user can only watch and
react the situation around. As planned second phase, application will be developed as
interactive. With interactivity feature, user will decide the way of scenario is going.
Application deployed as android application. Oculus Go has been used as device for using in
orientation process. In fun and city tour module, the entertainment videos are created and
found for employee’s break time. This application can be modified and spread easily.
Application firstly transferred as “apk” format with memory devices. Then, it has been
uploaded to Oculus Go Market which is content download area of the Oculus Go. With given
key code to users, Oculus Go owners can download application and transfer the contents
optionally.

Figure 2. User Interface of VR Application

Figure 3. Accidental scenarios in Health and Safety Module

171



CONCLUSION

As an emerging technological application area of human-machine convergence and
more effective uses of technology for the good and benefits of humans, VR is proposing one
of the most promising values for the last couple of years. Therefore, a new and innovative
implementation of VR technology in logistics was explained in this paper. This impressive
development in health and safety conditions was carried through DHL Research and
Development Center in Turkey and was prepared for all possible uses in logistics sector.

It has seen that newcomers who used VR applications for health and safety rules have
justified and learned more in comparison with newcomers who attend lessons with classic
teaching methods. As given feedback from VR orientation participants, increase of the
employee engagement can be seen. With interactivity feature of Virtual Reality tools,
scenarios can be change according to user’s choices. Thus, users can experience the results of
their decision just like in real life. The main focus is not replacing the classical teaching
method; the purpose of the project is increasing the awareness especially in health and safety
rules.

As a result, an educational VR software system, was developed by modeling the
environment and characters for unlimited number of users whom can directly receive
educational contents without any interference. Starting with health and safety scenarios as the
first module of content base, users can experience the accidental scenarios with as safest
possible and may gain essential information about possible actions to take. Due to a
successful implementation of this educational process, health and safety awareness of blue
and white collars was increased. Following this perspective, there will be many different
contents available for people to be trained or to get the experience of any new educational
issues in the future.
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Giderek artan gevre sorunlarina yonelik olarak dogal dengenin korunmasi insanlarin
yasam kalitesinin korunmasi agisindan Onemli hale gelmistir. Biyolojik cesitliligin
korunmasina yonelik yeni bir takim ¢6ziim onerileri gerekmektedir. Bu ¢éziimlerden birisi de
yesil alt yapi sistemleridir. Yesil alt yap1 sisteminin amaci, dogal alanlar ile acik alanlar
aralarindaki kopuklugun yesil koridorlar olusturacak sekilde planlanmasi bdylece bolgelerin
ekolojik, sosyo-ekonomik ve sosyokiiltiirel zenginligi artirilmasi ve kentsel yasam kalitesinin
gelistirilmesine fayda saglamasidir. Yesil altyapit c¢alismalarinda amag; insan/canl
eylemliligini ve hareketini temel alarak, parcacil alanlar planlamaktan ¢ok bir ag/network
planlamasinin saglanmasidir.

Bu calismada, yesil altyap1 sistemlerinin amaglari, hedefleri ve uygulama sistemleri
diinyadan uygulamalar verilerek, Istanbul-Uskiidar &rneginde incelenmistir. ¢alisma alanina
ait yesil alanlar CBS kullanilarak, yesil alt yap1 sisteminde kurgulanmistir. Kente ait imar
planlar1 ve uydu goriintiileri iizerinde belirlenen yesil alanlar, yesil alt yap1 sistemini olusturan
ekolojik ve sosyo-kiiltiirel odak ile ekolojik ve sosyo-kiiltiirel koridorlar olarak belirlenmistir.
Fiili ve imar planindaki tiim parklar ag analizleri yardimiyla erisilebilirligi analiz edilmistir.
Analiz sonucunda erisilebilirlik kavrami, binalarda yasayan niifus bazinda irdelenmistir. Bu
caligma ile belediyelerin c¢agri merkezine gelen park yapim talepleri ve erisilebilirlik
karsilagtirilarak daha dogru ve etkin hizmet verilmesi saglanabilir.

THE FORMATION, DEVELOPMENT AND MODELING PROCESS OF
3-DIMENSIONAL DEVELOPMENT PLANS IN THE GREEN
INFRASTRUCTURE SYSTEM: THE CASE OF USKUDAR

ABSTRACT

Towards the increasing environmental issues, the conservation of natural balance has
become important in terms of protection of people’s quality of life. A set of new solutions are
required to protect biodiversity. One of these solutions is green infrastructure systems. The
aim of the green infrastructure system is the planning to create green corridors in the gap
between natural areas and open areas with the purpose of improving the ecological, socio-
economic and sociocultural richness of the regions as well as improving the quality of urban
life. The aim of green infrastructure studies is to provide network planning based on human /
living being activities and movements, rather than planning partial areas.
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In this study, the aims, objectives and application systems of green infrastructure
systems were investigated based on giving applications from around the world. The public
open-green areas of the study area were designed within the scope of the green infrastructure
system using remote sensing and geographical information systems. First of all, with the use
of the city's development plans, up-to-date satellite data, and data from field works, the
existing open-green areas were identified. Following that, ecological focus areas, ecological
corridors, socio-cultural focus areas, and socio-cultural corridors were defined as components
of the green infrastructure system. The accessibility analysis was performed using network
analysis for all parks in the actual and development plans. As a result of the analysis, the
concept of accessibility was examined based on the population living in buildings and
transferred to 3-dimensional development plans. With this study, more accurate and efficient
service can be provided by comparing the park building demands coming to the call center of
the municipalities and the park accessibility.

Keywords: Urban Planning, 3D Development Plan, Accessibility, Open-Green Area
GIRIS

Niifus artisinda meydana gelen degisimler ve buna bagli olarak artan yapilasma dogal
kaynaklarin yok olmast gibi pek cok c¢evre sorununu beraberinde getirmektedir (Oguz ve
Zengin, 2009). Tarmmsal alanlarin amag¢ dis1 kullanimi, yanhs alan kullanimlar1 dogal ve
kiiltiirel peyzajlarin bozulmasina, ekolojik yapisinin degismesine, yasam ortamlarmin
bozulmasina, par¢alanmasina ve benzer ekosistemler arasindaki baglantilarin zayiflamasina
ve kopmasina neden olmaktadir (Satir and Berberoglu, 2000, Mansuroglu ve ark, 2005,
Bairoch, 1988, Stanners and Bourdeau, 1995).

Ekolojik sistemlerin bozulmasinin 6nlenmesi, dogal kaynaklar tizerindeki baskinin
azaltilmas1 peyzaj yasam alanlarin siirdiiriilebilirliginin saglanmasi i¢in bu alanlarin
korunmasi ve yoOnetilmesi biitiinciil planlama yaklasimiyla saglanabilir. Pek c¢ok iilke
ekosistemi igeren parcgalart korumak ve degerinin gelistirmek amaciyla mekansal planlama
stratejileri hazirlamaktadir. Dogal ve Kkiiltiirel alanlarin siirdiiriilebilirliginin  saglanmasi
amaciyla pek ¢ok ekolojik planlama yontemi olusturulmaktadir. Ekolojik degerler arasinda
baglantilarin saglanmasi ve bir biitiin olarak degerlendirilmesine dayanan ekolojik planlama
yaklasimlarindan biri de yesil alt yapi1 sistemidir (McDonald et al., 2005). Yesil yollar,
ekolojik ag, ekolojik altyapi, yesil kama, yesil kusak, dogal gerceve gibi peyzaj ekolojisinde
kiigiik  farklarla  birbirinden ayrilan planlama yaklagimlarinin  biitiincil ~ olarak
degerlendirilmesine yesil alt yap1 denilmektedir.

Yesil alt yapr sistemi, c¢ekirdek alanlar, ekolojik koridorlar ve peyzaj sisteminin
olusturdugu, ekonomik, cevresel ve sosyal siirdiiriilebilirliginin saglandigi ekolojik bir
cevredir (Chang vd., 2012, Benedick and McMahon, 2002, Lerner, 2003; Mell, 2010, ).

Yesil alt yapir terimi ilk defa 1994 yilinda Florida’da arazi koruma stratejilerinin
belirlenmesine yonelik hazirlanan raporda yer almaktadir (Firehook, 2010). Benedick ve
McMahon (2006)’a gore yesil altyapi, parklar, dogal yasam alanlari, yesil yollarin stratejik
olarak planlanmasi ve yonetilmesidir. Yesil alt yapr sistemi uygulamalari, siirdiiriilebilir
kentlerin bugiin ve gelecekte, dogal kaynaklar1 ve dogal alanlar1 korumak gelistirmek ve
ekolojik sagligini ve canliligim saglamaktir (Kaplan, 2010; Kaplan, 2012).

Pek ¢ok iilkede yesil alt yapr sistemi yaklasimi ile calismalar gergeklestirilmistir.
Weber et al.(2006), Maryland’da (ABD), Kuttner et al.(2013), Neusiedl golii(Avusturya-
Macaristan) ve ¢evresinde drnek degerlendirmeler yapmislardir.
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Olgeksel anlamda yesil alt yapr bilesenleri farklilik gdstermektedir. Dogal peyzaj
alanlarinda orman alanlari, korunan alanlar, sulak alanlar ve yaban hayati gelistirme sahalar1
vb. iken, kentsel peyzaj alanlarinda bu bilesenleri kent ormanlari, park ve ¢cocuk oyun alanlari,
ev bahgeleri, yollar vb. olusturmaktadir (Benedict and McMahon, 2006; Kaplan, 2012,
Mansor vd., 2012). Ahern (2007)'e gore ise yesil alt yap1 bilesenleri kentsel yama, kentsel
koridor ve kentsel matris olarak siniflandirilmistir.

Kaplan, (2012)’ a gore yesil alt yap1 sistemi, parklar, kamusal alanlar, meydanlar,
suyollari, yaya bolgeleri ve yesil yollardan faydalanilarak yapilmalidir.

Bu calismada, Uskiidar ilgesinin ekolojik degerlerini koruyarak bolge-kent iliskisini
biitlinciil bir ekolojik planlama yaklasimi olan yesil altyap1 sistemi ile kurgulanmistir. Yesil
altyap1 sistemi, kent Olceginde, peyzaj sistemi biitiinliigli kapsaminda ekolojik aglarin
strdiiriilebilirligini saglayan, dogal ve kiiltiirel yasam ortamlarmi koruyup gelistiren
sistematik bir yaklasimla tasarlanmistir. Mevcut agik-yesil alanlar, CBS ve UA kullanilarak
imar planlart ve uydu verileri aracilig1i ile belirlenip, ekolojik koridorlar, sosyo-kiiltiirel
koridorlar, ekolojik odaklar ve sosyo-kiiltiirel odaklar olarak tanimlanmis, kentin ekonomik,
fiziksel ve sosyal yapisi da dikkate alinarak caddeler ile ¢izgisel olarak birlestirilmistir. Ilcede
yesil alt yap1 planlamasi ile kisi basina diisen agik yesil alan miktar1 artirilmaya caligilmistir.

MATERYAL METOT

Calismanin materyalini 40°99” ve 41°08° kuzey enlemleri ile 29°00° ve 29°09” dogu
boylamlarinda yer alan Istanbul iline ait Uskiidar il¢esi olusturmaktadir. Uskiidar ilgesinin
toplam alan1, 35,2 km?’dir (Sekil 1).
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Sekil 1. Calisma alanina ait yer bulduru

Calisgmanin ilk asamasinda, literatlir verileri incelenerek, imar planlar1 ve uydu
goriintiileri degerlendirilmis ve alan kullanim haritalar1 olusturulmustur. Ikinci asamada CBS
ve UA yardimiyla belirlenen park, spor ve ¢ocuk oyun alanlar1 ekolojik odaklar olarak, tarihi,
kiiltiirel yapilar ve meydanlar sosyo-kiiltiirel odaklar olarak belirlenmistir. Sosyo-kiiltiirel ve
ekolojik odaklar arasinda bulunan baglantilar ise ana caddeler kullanilarak birlestirilmistir.
Calismanin ii¢ilincii ve son agamasinda mevcut yesil alt yapi sistemi degerlendirilerek yeni bir
yesil alt yap1 sistemi kurgulanmaistir.

Mevcut yesil alt yaptr sistemi erisilebilirlik acisindan degerlendirilerek, kurgulanan
yesil alt yap1 ile mukayese edilmis ve Oneriler getirilmistir. Erisilebilirligin degerlendirilmesi
asamasinda, bina katmani, bina ile iliskili bagimsiz boliim tablosu, ag veri seti kurmaya
uygun sokak katmani, mevcut park ve yesil alanlar katmani, imar planindaki park ve yesil
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alanlar katmani, mahalle katmani, TUIK’den alinan mahalle niifuslar1 verileri ArcGIS for
Desktop, ArcGIS Network Analyst modiilii, Esri CityEngine kullanilarak islenmistir.

Kent Bilgi Sisteminde (KBS) bulunan Mekansal Adres Kayit Sistemi’ne (MAKS)
entegre mesken tiiriindeki bagimsiz boliim sayilari (daire) mahalle bazli ¢ikarilmigtir. Mevcut
halka acik park ve yesil alanlar park bahgeler midirliigiinden alinan verileri ile
giincellenmistir. Bir insanin saatte ortalama 4 km yiiriidiigi farz edilerek Ag veri seti,
ArcMap ara yliziinde ag analizi (network analyst) ara¢ cubugu kullanilarak hizmet alanlarini
(service area) hesaplayacak sekilde ayarlanmistir. Standartlar iizerinden yesil alanlarin
erisilebilirligi belirlenmistir.

BULGULAR

Caligmanin amaci, kentsel Olgekte kurgulanan yesil alt yapi sistemini ile kiiltiirel ve
dogal varliklar1 korumak, gelistirmek, uygulama ve yonetim calismalarini desteklemektir.
Yiiriirlikte olan koruma planlar1 ve uygulamalar1 dogal ve kiiltiirel varliklarin biitiinliik
gostermemesine, siirdiiriilebilirligin - saglanmamasina neden olmaktadir. Bu alanlarin
parcacikli yap1 gostermesinin engellenmesine yonelik biitiinciil koruma ve uygulama yesil alt
yap1 sistemi ile gelistirilebilir. Uskiidar ilgesine ait mevcut arazi durumu degerlendirildiginde,
33 adet mahallede, konut alanlar1 1421 ha yer kaplarken, kentsel ¢alisma alanlar1 308 ha
olarak goriilmektedir (Sekil 2).

\\ T /}/ TS Functions Area (m?)

|inms . 10641157,
K Development Plan -_"’"" Yesll Alanlal’ 1

Functions

3083133,1
Kentsel Calisma Alanlar1 |93
Kentsel Sosyal Altyap1 2989750,0
Alanlar 24
258232,89
Kentsel Teknik Altyapi 22
Kentsel Teknik Altyap1 245729,13

(Ulasim) 18
14213289,
Konut Yerlesme Alanlar1 |96
28794934
Koruma Alanlar 26
397543,16
Ozel Kosullu Alanlar 77
558178,78
Turizm Yerlesme Alanlar1 |85
35266507,
Total 68

Sekil 2. Calisma alanina ait mevcut arazi kullanim durumu
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Uskiidar ilgesinde toplam 1064 ha yesil alan bulunmaktadir. ilgenin niifus verileri
degerlendirildiginde toplam 529.145 kisinin, 6zellikle Unalan, Cumhuriyet, Bulgurlu ve
Yavuztiirk mahallelerinde yogunlastig1 goriilmektedir (Sekil 3).

Sekil 3. Uskiidar ilgesine ait niifus verileri

Calisma alaninda bulunan agik yesil alanlar degerlendirildiginde mahallelerde bulunan
yesil alanlar ve igerdigi fonksiyonlarin alansal verileri Tablo 1’de verilmistir. Kisikli,
Kuzguncuk ve K. ¢gamlica mahallelerinde yogun sekilde yesil alan varligi gériilmektedir.
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Tablo 1. Calisma alanina ait mahallelerde toplam yesil alan miktar1 ve igerdigi
fonksiyonlarin alansal dagilimi

Yesil alan Gezi
TOPLAM| dinlenme | Cocuk ovun | Fitness Spor Havuz Kosu
i . . . |alam(m? .| parkuru(m®

Mabhalle (m*) | alam(m®) | alam(m®) |alam(m*) )|alami(m*) )
Acibadem 2641 1564 526 233
Ahmedive 837 455 201 62
Altunizade 29659 9010 1660 3018 211 242
Aziz Mahmut
Hiidavi 7809 3539 435 231 202 30
Bahcelievler 2523 2052 508
Barbaros 16944 10524 2107 2617 18
Beylerbeyi 5585 1441 197
Bulgurlu 27983 12066 2053 597 127
Burhaniye 10875 2965 1009 497 301 135
Cumhurivet 16428 3893 1164 262 2 466
Cengelkdy 6818 2241 816 40) 3le2 2
Ferah 5981 3242 1102 527
Giizeltepe 14891 5595 25 1044 103 215 571
Icadiye 3649 2583 1093 458 95
Kandilli 12422 96 104 183
Kisikl 2063168 7560 1160 649 432
Kirazlitepe 569ﬁ5 2248 179 469
Kuleli 7847 398 165 33
Kuzguncuk 643603 911 283 354
Kiiciik camlica 312546 6551 880 322 333
Kiiciiksu 27366 4704 988 669 64
Kiipliice 0476 1552 283 308
Mehmet Akt
Ersoy 2091 461 331 145
Mimar Sinan 19017 3024 154 150
Murat re1s 2453 a23 449 59
Salacak 5013 316 2 3
Selami ali 12494 6097 1076 2650 87
Selimiye 3478 2464 427 33 3
Sultantepe 10728 1597 362 285 80
Unalan 17086 7628 513 436
Valide-1 atik 733 2545 507 316 204
Yavuztiirk 9631 1808 577 878
Zeynep kamul 3160 1913 210 73 3 314
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Kisi basma diisen yesil alan miktar1 mevcut duruma gore degerlendirildiginde, en
fazla 114 m? ile Kuzguncuk mahallesinde iken, en az 0,2 ile Bahgelievler ve Acibadem
mahallelerinde bulunmaktadir. Oneri yesil alan miktar1 degerlendirildiginde, 266 m? ile
Kandilli mahallesi en yiiksek yesil alan miktarina sahip olacaktir (Sekil 4; Tablo 2).

Curent Green Aress | 0.00-1.80
Areas Por Person (Current) [0 180-3
020030 e
030-040 B s us
040050 B s

Sekil 4. Kisi basma dsen yesil alan miktar1 (a-mevcut durum, b-oneri yesil alan)
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Tablo 2. Calisma alanina ait mevcut ve Oneri yesil alanlarin kisi basina diisen miktarlari

Nifus Mevcut yesil Plandaki yesil
Toplam yesil

2018 [Mabhalle alan_ alanin niifusa |Toplam yesil |alanin niifusa
Mabhalle adi (kisi) | Alani (m?) Mevcut(m?) orani (m?/kisi) |alan plan(m?) |orani (m/kisi)
Kandilli 1722 |1234466,139 (11184,5 6,5 459015,6981 |266,6
Kuleli 2244 |734794,8787 |3864,5 1,7 300307,799 |133,8
Kuzguncuk 4336 |1512743,444 1494325,1 114,0 428115,5036 (98,7
K. Camlica 10818 |2437509,263 (321061,5 29,7 629470,1719 |58,2
Altunizade 13715 |1771589,322 [31834,2 2,3 414939,4183 |30,3
Beylerbeyi 5502 |1168396,094 |17478,3 3,2 164622,8089 |29,9
Cengelkoy 14146 |1673048,087 (14084,7 1,0 390391,3749 |27,6
Kii¢iiksu 19394 |1612656,7 18893,9 1,0 398310,1004 ]20,5
Kisikli 19935 [1512611,947 (225692,7 11,3 361253,1907 |18,1
Kirazlitepe 11025 [697934,2756 (15014,1 1,4 182679,1136 |16,6
Burhaniye 16762 |1535216,965 [35270,5 2,1 218602,1939 |13
Ferah 20647 (1068197,047 |54192,6 2,6 265657,2585 12,9
Mimar sinan 11917 [508515,0676 [19762,7 1,7 140544,2592 11,8
Bahgelievler 21719 [1587229,275 |4495,1 0,2 246817,9043 |11,4
Giizeltepe 13330 [1015936,341 (21288,1 1,6 139954,8993 |10,5
Sultantepe 11200 |527209,1243 [150033,3 13,4 106315,7527 19,5
Salacak 9452 [436655,9374 |5629,7 0,6 70634,1531 |75
Kiipliice 17596 |856091,7056 [4666,2 0,3 130817,9146 |7,4
Yavuztirk 33871 |1707026,646 |12848,4 0,4 229286,0001 16,8
Acibadem 24507 [1625172,488 14950,4 0,2 134185,9311 |[5,5
Barbaros 17799 [1447035,951 [31802,2 1,8 94733,26582 |5,3
Mehmet akif
ersoy 20558 [1072579,81  |5389,7 0,3 108327,224  |5,3
Icadiye 16923 [502201,1522 [7749,4 0,5 63526,82977 |3,8
Az1z mahmut
hiidayi 8755 [342341,2538 ]11028,1 1,3 27030,25427 13,1
Unalan 33843 [1462617,825 |15907,3 0,5 91340,04725 12,7
Bulgurlu 31194 [890970,6398 |33811,5 1,1 83524,3358 2,7
Ahmediye 9349 [225280,1133 ]10215,2 1,1 19657,65326 |2,1
Selami ali 13228 |447501,5913 [17465,8 1,3 26753,63413 |2
Selimiye 8837 [1701404,707 |12512,7 1,4 16933,12664 |1,9
Muratreis 13872 |374558,5842 [5430,2 0,4 21572,34929 |1,6
Zeynep kamil (12397 |371599,3092 |4193,8 0,3 15217,59964 |1,2
Cumhuriyet 37216 [868906,5114 |22655,8 0,6 43490,90088 [1,2
Valide-i atik 21336 [424071,272 118214 0,6 23853,7172 |11

Sosyo kiiltiirel odak noktalar1 ve baglantilarinin

kentin ana caddeleri ve bulvarlar1 kullanilmistir (Sekil 5).
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Sekil 5. Uskiidar ilgesine ait sosyo-kiiltiirel alt yap: analizi

1 numarali odak, Uskiidar Meydani, ulasim aktarma istasyonlari, Bogaz ve Kiz Kulesi
manzaras1 ve tarihi yapilaridan dolay1 secilmistir. Bu odakta Uskiidar-Umraniye-Cekmekdy
metro hattinin ilk duragi, Ankara'dan yola c¢ikan yiiksek hizli treni ve Gebze-Halkali tren
hattinin duragi bulunmaktadir. Ayrica otobiisler i¢in kalkis noktasidir. Deniz ulagimi olarak
bogaz hatt1 i¢in 6nemli bir istasyondur. Osmanli donemine ait birgok eserle beraber, Mimar
Sinan tarafindan yapilan birgok esere ev sahipligi yapar.

2 numarali odak, Uskiidar-Umraniye-Cekmekdy metro hatti ve metrobiis hattinin Altunizade
duragma, bir¢ok is merkezine ve sirket merkez ofisine ve Uskiidarin merkezine ulasan en
onemli kavsak noktasidir. Ayn1 zamanda yaklasik 50 yildir Avrupa yakasina geciste
kullanilan bogaz kopriisiine erisim saglanir.

3 numarali odak, Uskiidar-Umraniye-Cekmekdy metro hattinin Kisikli duragma ev sahipligi
yapar. Umraniye ve Sile ilgelerinin Uskiidar ve bogaz kopriisiine baglantisi i¢in énemlidir.
Kuzeyinde bulunan biiyiik ¢amlica korusu Istanbul’da yasayanlar igin énemli bir rekreasyon
ve manzara balkonu olma oOzelligini tasir. Osmanli donemine ait tarihi yapilar1 yakin
cevresindedir.

4 numaralh odak, Kuzguncuk bdlgesini i¢ine alir. Bu bolgede toplumsal hosgoriiniin en
onemli 0rnegi olan Cami, Kilise ve Sinagog birbirine ¢ok yakindir. Ayrica tarihi konutlari,
giineybatisindaki Fethipasa Korusu, giineydogusundaki Nakkastepe Kent Parki Uskiidar
icinden ve digindan bir¢ok insanin ugrak noktasidir. Uskiidar merkezden bogaz képriisiine ve
bogaz hattinin devamu icin tercih edilir. Ayrica cevresinde Pasa Limani Iskelesi bulunur.

5 numarali odak, Beylerbeyi bolgesini i¢ine alir. Bu bolgede Beylerbeyi Sarayi, Beylerbeyi
Camii gibi tarihi yapilar bulunur. Ayrica dogusunda bulunan bdlgelerin ulasimi igin
kullanilan bir alandir.
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6 numarali odak, CengelkOy bolgesinin igine alir. Tarihi yapilar, konutlar bulunur. Deniz
ulagim1 ve bogaz hatt1 ulasimi i¢in 6nemli bir duraktir. Kuzeyinde bulunan bogaz manzarasi,
yalilarin bulundugu Kuleli ve Kandilli bolgeleri yakin bir ¢evresinde bulunur.

Yesil altyapr sisteminde gerek analitik verilerin iiretildigi ve yorumlandig1 peyzaj yap1 analizi
sonuglari, arazi gozlemleri ve ilgili kurum, kurulus ve kullanicilarla yapilan gériismeler
1s1ginda Uskiidar ilgesine yonelik yesil alt yapi sistemi kurgusu olusturulmustur (Sekil 6).
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Sekil 6. Uskiidar ilgesi yesil alt yap1 kurgusu
[lgede oturan kisi sayis1 ve yesil alanlarin erisilebilirligi degerlendirildiginde, toplam niifusu

529145 kisi olan yerlesim alanin %14,7 si 1 dakikalik mesafe icerisinde bulunmaktadir.
%?2,8’1 ise 10 dakikadan daha uzun bir zamanda yesil alanlara erismektedir (Sekil 7).
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YURUME SURESI |BINA OTURAN
DAKIKA SAYISI |SAYISI
0-1 5568 77923
1-2 7639 107160
2-3 7686 103919
3-4 5640 70617
4-5 4597 56500
5-6 3194 29666
6-7 2251 20241
7-8 1783 17804
8-9 1489 15972
9-10 1320 14145
> 10 970 15198

arda oturan kisi sayisina gore yesil alanlarin erisilebilirligi

Uskiidar ilgesinin toplam alan135,2 km?’dir. Bu alanin % 71’1 400 m erisim mesafesi dikkate
alindiginda ulagilabilirken, ¢ocuk oyun alanlar1 i¢in 30 m erisim mesafesi % 7’dir (Sekil
8).Erisilebilirlik durumu 3 boyutlu imar planlarinda da islenmistir (Sekil 9).

Erisilme mesafesi (m) | Kapladigi Alan (mz)
0-400 25065030
400 — 600 7071859

Erisilme mesafesi (m) Kapladig1 Alan (mz)
150 — 350 15039877,36

100 — 150 3679415,311

70 — 100 2026575,83

30-70 2365746,977

0-30 2253960,975

Sekil 8. Park ve ¢cocuk oyun alanlari i¢in erisilebilirlik mesafeleri
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Sekil 9. 3 boyutlu imar planlarinda erisilebilirlik
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SONUC VE TARTISMA

Uskiidar ilgesinin imar planina gére, toplam 10641157,1 m? yesil alan bulunmaktadir.
Bu veriler degerlendirildiginde, kisi basina diisen agik ve yesil alan miktarinin 20,11 m?/kisi
oldugu hesaplanmistir. Mevecut durum degerlendirildiginde, aktif park alan1 3,13 m? yesil
alan varhig1 ise kisi basmna 11,42 m? diismektedir. Yesil alanlarin mekansal biitiinliigiiniin
stirekliliginin saglanmasi ve kesintisiz baglantinin gerceklestirilmesi amaciyla biitiinciil bir
planlama yaklagima ile yesil alt yap1 sistemi olusturulmustur.

Uskiidar Tlgesi’nin toplam alan1 35,2 km? “dir. Yesil alanlarm erisilebilirligi 400 m
olarak diisliniildiiglinde bu alanlara %71 oraninda ulasilabildigi, ¢ocuk oyun alanlari
erigilebilirligi 30 m olarak degerlendiginde ise %7 oraninda erisim saglandig1 belirlenmistir.
Uskiidar’in %78’inin parklara 5 dakikadan daha kisa siirede erisebildigi tespit edilmistir.

Iige merkezinde yesil alt yapi sisteminin olusturulmasi igin, ekolojik koridorlarin
kesistigi alanlar ile diger yesil alanlar ile birlestirilmistir. Yesil alanlar yesil yol
agaclandirmasi ile birlestirilerek, kent merkezinde yer alan ekolojik ve sosyo Kkiiltiirel
odaklarin uygun genislige sahip caddelerin agaclandirilmasi ile yatay ve dikey yesil akslarla
birbirine baglanarak c¢izgisel bir form kazandirilmistir. Yesil alan miktariin yetersiz oldugu
mahallelerde, cat1 ve dikey bahge uygulamalarina yer verilmelidir. Kamu ve egitim bahgeleri
farkli tasarimlar ile kullanim siiresi artirilabilir.
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ABSTRACT

Virtual reality is a technology that senses the phenomena of the physical world,
interacting with us in a virtual environment . Augmented reality can be expressed as the use
of virtual reality in the real world through virtual objects. In this way, virtual reality
technology through the virtual world and real-world simultaneous work with each other
medicine, education, entertainment, architecture, research, etc. many areas of software and

programming through the new professional fields have revealed. Growing by 72 percent in
2017, the augmented and virtual reality consumer market reached a value of $3.2 billion
according to analytics firm IHS Markit. In the same report, it is predicted that the use of the
global virtual reality (VR) market in terms of applications and content will increase from 28
million to 75.7 million by 2021 and accordingly the market size will increase to $ 5.9 billion.
Similarly, in the report prepared by the Ecorys research firm, the VR & AR market in Europe
will increase steadily and the total production value is expected to be between 15 billion
euros and 34 billion Euros, and by 2020 it is expected to do directly or indirectly between
220.000-450.000 jobs. In this paper, virtual reality and software industry in Turkey's current
status and future employment situation in this sector it is explained.

Keywords: Virtual reality, augmented reality, employment potential

ENTERING

Virtual reality is a developed technology which has lived that perception of reality
simultaneously in a cyber platform by computer, gaming, console, smartphone etc. devices.
Whereby augmented reality has included the individual's own physical movement using
voice,video and graphic visuals in cyber world, it wakes a feeling and an impact like physical
environment on an user.The basis of virtual reality (VR) technology is based on the
Sensorama produced by Morton Heilig in 1956.Sensorama had provided to us the feeling of
3D reality for the first time.The virtual reality (also known as the Sward of Damocles), which
was used in 1968 by the head-mounted display produced by Ivan Sutherland, began to be
used in various fields in many occupational groups with the changing world and the changing
physical phenomena.At the same time health, education, military, architecture and etc. many
professions were incorporated into technology and created new jobs in these areas.Virtual
reality technology, which shows itself mostly in computer games in the world market,
provides convenience to today's world with time and experience especially in areas where
experience is risky or high costs are required.In this respect, military and military aircraft
training and war simulation, parachuting training, forensic medicine and wound detection,
surgical training in surgery, astronauts space walk simulation, pre-prototype of projects to be
applied in engineering (infrastructure, road, bridge, and car design, production in the cinema
and advertising sectors, production stages in factories,psychological disorders, eating
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disorders, stress and phobia are also used in the treatment of diseases such as[5].However, it
has an active field of use with applications created via smartphones through augmented
reality technology.For example, the PokemonGo mobile gaming application, an augmented
reality application, generated $ 2 billion in 811 days from its launch in 2016[8].

Besides, the development of the digital economy plays an important role in the
development of the virtual reality sector. Since industrial revolution, production, industry,
education, health and so on. technology, which will bring innovation in many areas, is also
referred to as the virtual reality revolution.Virtual reality technology brings employment in
three areas: hardware, software and content creation.The virtual reality and augmented reality
market, which has a multi-billion-euro market expectation in the context of European Union
countries, is also the area of income for many firms.According to look at European
companies working in this field;

OPTIS (FR) one of their clients in the automotiveindustry reduced the physical
prototypes from 30 to 7 real prototypes complemented by VR 3D models, thus having a
significant effect on cost reduction. A number of established companies are active in 3D
visualisation withVR, offering solutions with different methods (photography, virtual
imaging), functions (levelof interactivity with the content), quality andcosts. Some big
companies actively offer such solutions for engineering and manufacturing, such as
Fraunhofer (DE), Lumiscaphe (FR), ZeroLight (UK), TechViz (FR), Immersion (FR), PS-
Tech (NL) and Light & Shadows (FR). When we look at the company practices in Europe,
Jungle VR (FR), CLARTE(FR), Saint-Gobain (FR) and Antycip Simulation (UK) create such
trainings and simulations. The Industrial group Bouygues (FR) uses immersive technologies
to transform and upgrade construction processes, but also to view real estate property.
Dreamplex (PL) combines VR with 3D printing to trulyemerge a client into their real estate or
architecture presentation. IKEA has also created the “IKEA virtual reality kitchen
experience”, made in collaboration with Allegorithmic (FR). Cityscape VR (UK), opusVR
(DE), NeutralDigital (UK), TruVision VR (UK), VMI Studio (UK), and Kaouenn Studio (FR)
are just some of the companies enabling architects, interior designers, property developers
and their clients to immersethemselves in creations throughout different stages of the design
process, and so allowing them to get a better feel of what the model could look like once
finished. ZEISS (DE) also focuses on VR hardware for manufacturing and produces VR
lenses. Timescope (FR) and Realtime Robotics (FR), create hardware for exploring cultural
content in VR [2].

As we looked the state of virtual reality technology in the world market,growing by 72
percent in 2017,the augment and virtual reality consumer market reached a value of $ 3.2
billion according to analytics firm IHS Markit.Projected growht estimates the VR global
install base will rise from 28 million t075.7 by 2021,and that revenues will reach $ 5.9
billion[7].Similarly, in the report prepared by Ecorys research firm,it is expected that VR &
AR markets, which are expected to grow steadily in Europe and around the world, will have a
total production value of 15 billion euros and 34 billion euros in terms of software, hardware
and content, and will directly or indirectly employ 220,000-450,000 people by 2020[2].

In the report prepared by the Munich Technical University Strategy and International
Management Unit; According to Deutsch Bank research data, the augmented reality market is
estimated to be 7.5 billion euros by 2020, while it will be 500 million euros in 2015.The VR
& AR global market is expected to grow up to $ 80 billion by 2025, and the market is
expected to be $ 182 billion by 2025 if it rises fast. (Goldman Sachs,2016). In the report, it is
stated that VR & AR technologies will increase between the years 2020 -2040 and it will be
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the technology of the future considering the 41 industrial areas. In addition, in 2016, VR
hardware devices sold 11.2 million units worldwide [3].

Virtual reality technology in Turkey, a virtual reality laboratory established in

Bahcesehir University which is a private university and companies such as Vizera Labs,
Pandora, Hangaar Lab, Blippar Tiirkiye, Arox Bilisim, Codemodeon, SpaceWalkerVR,
Monolab, Yeti Interactive, Hologram LTD.C,VrOtto started to take the first steps of this
technology in our country with its works similiar to earth in the fields of shopping, museums,
games, education, architecture, cinema, construction, interior architecture, industrial
education, medicine, occupational safety and health.In addition, the virtual reality gaming
cafes in Istanbul, Ankara and Eskisehir serve to those who want to experience virtual reality
technology.

New technologies lead to radical transformations in all areas, leading to the collapse
and destruction of old technologies and companies, sectors and even economies that cannot
realize this transformation. This process affects all economies in the World.It is imperative to
develop new strategies and policies at the company and country level in order to minimize the
destructive effect of benefiting from the p ositive aspects of the process. (TUSIAD,2018)

Implementation of new technologies is possible with a new digital conversion. Human
resources is the most important factor in order to realize digital transformation.

According to Tiisiad's 2018 report;

In the last 15 years, there has been a sector programming (software) sector which has
the most positive and significant development among digital technology sectors. Employment
and value-added in the software sector increased rapidly and regularly since 2004. At the
same time the proportion of total employment of information technology professionals in
Turkey in 2016 according to OECD data is at the level 1,06%. This ratio is 6.24% in Finland,
employing the highest number of ICT experts in OECD countries, with an average of 3.64%
and proportional. If Turkey's international economy in the OECD average computing in order
to maintain the current position is assumed to need to employ experts, when based on current
employment level of employment 484 000.Additional information specialist is needed.

If the realization of the potential of digital technologies and Turkey to Finland in order
to capture a sustainable growth pace above average assumed to be achieved and the
information specialist employment rate in 2016, the IT specialists deficit rises to nearly one
million people.

More than half of this gap consists of professional staff of Information
Communication Technologies. According to the data of the Higher Education Institution, in
2016 only 665 people received a bachelor's degree in these fields. In the same year, the
number of engineers graduating in the fields of electronics and automation is 15,435 and the
number of graduates of all departments of engineering and architecture is 59,137.If all the
architectural and engineering graduates since 2016 employ as “information and
communication professionals” they even reach the OECD average of Turkey in case of
employment will last more than 8 years.As the software sector is a sector that includes low
investment, high employment and high added value, the virtual reality technology which has
not yet demonstrated its effectiveness for our country constitutes an innovative area to
provide employment in the field of information communication Technologies[1].
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The virtual reality and the augmented reality market constitute a great employment
potential in terms of content creation, application development, as well as mobile application
development for occupational groups, given the above mentioned market value changes. As it
is understood from the statistics mentioned above, employment is needed in this field and
meeting this need carries great potential for our country where middle income level is
discussed. In the era of digitalization, virtual reality technology will both raise our economy
and mobilize our national software industry in domestic and world markets. Virtual reality
technology of the future technology will add new horizons to the World. In the words of Ivan
Sutherland; with appropriate programming such a display could literally be the wonderland
into which Alice walked.
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OZET

Teknolojinin ilerlemesiyle birlikte, bircok alanda bilginin kullanimina yonelik yeni
anlayislar ve yontemler gelistirilmistir. Ozellikle i¢inde bulundugumuz Bilgi Caginda, daha
az yoruma yer verilirken, nitelik olarak sinirlart olmayan imgeler temel alinmaktadir. Bu
baglamda teknolojinin bugiin geldigi noktada arkeoloji bu olanaklardan en ¢ok faydalanan
bilim dallarindan biri olmustur. 1930°1u yillara kadar daha ¢ok dogal gézlemlere dayanan ve
tanimsal olarak kayitlarda yer bulan arkeoloji ve teknolojinin etkilesimi, bu yillardan itibaren
bilgisayarlarin hayatimizda var olmasi ile birlikte veri depolama ve analiz imkani sunma
kolayliklar1 sayesinde oOnemli bir gelisim silirecine girmistir. Hizla ilerleyen teknoloji
sistematik, kurallara bagl ve varsayima dayali teoriler gelismesine olanak tanimis; bu sayede
arkeolojide modelleme ve simiilasyon, gorsellestirme, Cografi Bilgi Sistemleri, yapay zeka ve
webography 6nemli kullanim alanlar1 haline gelmistir. Giinlimiizde bagvurulan bu yontemler
1s1g¢inda yiizey arastirmalart ve kazi verilerinin degerlendirilmesi ile miize ve arkeolojik
degere sahip Oren yerlerinin ziyaretgilere sunumunda teknolojik ve gorsel kolayliklar
saglanmaktadir. Bu teknolojilerin baslicalarindan olan sanal gergeklik teknolojisi, gecmis-
gelecek etkilesimini ziyaretgilere hizli bir sekilde yansitmanin kolay bir yolu oldugu gibi,
gercege yakin goriintiiler ve ses efektleri ile de algilama kolayligi sunmaktadir. Boylelikle
gecmise duyulan merak, ilgi ve farkindaligin artmasi ile dogru orantili olarak kiiltiirel miras
degerlerinin korunmasi ve siirdiiriilebilirligi konularinda da bilinglilik seviyesini
ylikseltmektir. Bu arastirmada, gelisen teknolojinin bir {iriinii olarak sanal gercekligin
arkeoloji biliminde edindigi yer ve gelisim siirecinden bahsederek, arkeolojik degere sahip
kiiltiirel peyzajlar tlizerindeki etkisi 6rnekler iizerinden incelenerek degerlendirilmektir. Bu
sayede, Kkiiltirel miras alanlar1 olarak kabul edilebilen peyzajlarin  korunmasi,
strdiiriilebilirligi ve gelecek nesillere aktarilabilmesi agisindan farkindalik olusturulmasi
amaclanmustir.

Anahtar Kelimeler: Sanal Gergeklik, Kiiltiirel Peyzaj, Peyzaj Tasarim, Kiiltiirel Miras,
Yeniden Yapilanma.

ABSTRACT

Along with the advancements in technology, new approaches and methods have been
developed for the utilization of information in many fields. Especially in the information age,
based on less comments, as attribute is based on unlimited images. In this context, archeology
has become one of the most benefiting disciplines of technology today. The interaction
between archeology and technology, which was based on natural observations until 1930s and
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was included in the records with definitive definitions, entered into a significant development
process thanks to the convenience of computers in our lives as well as data warehousing and
analysis opportunities. Rapidly advancing technology has enabled the development of
systematic, rules-based and hypothetical theories; In this way, modeling and simulation in
archeology, visualization, Geographic Information Systems (CBS), artificial intelligence and
webography has become important areas of use. In the light of these methods applied today,
the surveys and excavation data are evaluated, and technological and visual conveniences are
provided in the presentation of the ruins with museums and archaeological sites to the visitors.
The virtual reality technology, which is one of these technologies, is an easy way to reflect the
past-future interaction to the visitors quickly, and offers ease of detection with realistic images
and sound effects. In this way, the level of awareness, awareness and awareness of the past to
be directly proportional to the protection and sustainability of cultural heritage values is to
increase the level of awareness. In this research, the effect of virtual reality on archaeological
science as a product of developing technology and its development process, and its impact on
the cultural landscapes with archaeological value are examined through examples. In this way,
it is aimed to create awareness in terms of preservation, sustainability and transfer to future
generations of landscapes which can be considered as cultural heritage areas.

Keywords: Virtual Reality, Cultural Landscape, Landscape Design, Cultural Heritage,
Reconstruction.

1. GIRIS

Giliniimiliz arastirmalarinda, kentsel, sosyal ve kiiltiirel alanlardaki pek ¢ok gelisme
yeniden dogus olarak degerlendirilmektedir. Ayni1 zamanda internet ve teknolojinin sundugu
imkanlar araciligi ile olusturulan sanal yerlesmeler de Kkiiltiirel miraslara dair tarihsel
gercekligi bigimlendirmektedir. Bu baglamda zengin tarihi ve kiiltiirel verilere sahip olan
arkeolojik sit alanlarinin, insan yasaminin izlerini tasiyan ge¢misin  6nemli  bilgi
kaynaklar1 olarak teknolojik imkanlardan faydalanarak sanal ortamlarda yorumlanmasi ve
sunulmasi biiyiik 6neme sahiptir. Kiiltiir ve Tabiat Varliklarim1 Koruma Yiiksek Kurulu’nun
5.11.1999 giin ve 658 sayil1 ilke kararina gore arkeolojik sit; “Insanligim varolusundan bugiine
kadar ulasan eski uygarliklarin yer altinda, yer iistiinde ve su altindaki {iriinlerini, yasadiklari
devirlerin sosyal, ekonomik ve kiiltiirel 6zelliklerini yansitan her tirlii kiiltiir varh@inin yer
aldig1 yerlesmeler ve alanlardir” olarak tanimlanmistir. Arkeolojik sit kavraminin yerlesmesi
ile genis arkeolojik alanlarin sinirlart ¢izilerek yasal olarak korunmalarina olanak veren
diizenlemeler getirilmistir. Cagdas toplumlarda tarih bilinci ve kiiltiirel bellegin olusmasi
kiiltiirel mirasin siirekliligine dayanmaktadir. Kiiltiirel mirasin siirekliligi ise, oncelikli olarak
mirasin korunmasi ve topluma aktarimi ile saglanabilmektedir. 2008 yilinda ICOMOS’un
hazirladigr “Kiiltiirel Miras Alanlariin Tanitimi ve Sergilenmesi” tiiziiglinde kiiltiirel
varliklarin sergilenmesi, topluma tanitilmasi ile ilgili temel ilkeler tanitilmistir. Bu baglamda
arkeolojik alanlarin sergileme yaklasimlar1 kapsaminda sanal gerceklik kavrami son
donemlerde siklikla giindeme gelmektedir.

Tarihsel degere sahip pek ¢ok kent ve yerlesim alaninin interaktif sekilde yapilandirilmasi,
hizla gelisen bilgisayar teknolojileri bilginin 6nemi ve kullanimi1 konusunda yeni anlayislarin
ortaya ¢ikmasina olanak saglamistir. Bilgilerin toplanmasi, depolanmasi, analiz edilmesi ve
kullanima sunulmasit bilginin ileriye doniik saglayacagi avantajlar nedeniyle Onemli
olmaktadir. Yeni teknolojilerin yorumlanmasi, gelisen teknolojiler ile birlikte son yillarda
ortaya c¢ikan en Onemli sorunlardan biridir. Bilginin elde edilmesi yaninda dogru bilginin,
dogru yere, zamaninda, hizli, giincel, tam ve bir biitiin icinde sunulmas1 gerekmektedir. Sanal
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egitim ya da sanal gergeklik bu konuda 1990’larin en onemli gelismelerinden birisini
olusturmaktadir. Sanal egitim fikir asamasinda dahi insanlarin goriis agilarini degistirmis,
poptiler kiiltiirde yerini bulmustur. Giinlimiizdeki teknolojik arastirmalarda sanal gergeklik
cok onemli pozisyonlar bulmaktadir. Bu alanda ne yapabilecegi, nasil kullanilabilecegi ve
nasil kullanildig1 ise son yillarda 6nem kazanmustir.

Bilisim teknolojilerinin bugiin geldigi noktada ise sanal mekanlarin yaratilmasi
gerekliligi ve yontemleri ile ilgili calismalar hiz kazanmistir. Bununla birlikte sanal
mekanlarin gelisiminde olumlu ve olumsuz iki farkli sonugtan bahsetmek miimkiin
olmaktadir. Olumsuz sonucta, yeni teknolojinin sosyal ve mekansal izolasyona yol agan
etkileri yer almaktadir. Insanlar sanal mekanlar1 gercek kentlere tercih etmektedirler. Olumlu
sonuca gore ise sanal kentler, gercekte tahribe ugramis kentler iizerinde tamamlayici 6zellige
sahip olmalar1 sebebiyle, arastirmalar ve kalintilar sonucunda edinilmis bilgiler 1s18inda
birbirinden kopuk sosyal ve cografi pargalarini sanal olarak birbirine baglamak miimkiin
olmaktadir.

Sonug olarak bu arastirma, sanal gerceklik teknolojisinin 6nemli kullanim alanlarindan
alanlarindan olan arkeoloji ile etkilesimi ve arkeolojik degere sahip kiiltiirel miras
alanlarindaki uygulamalarina diinyadan ve Tiirkiye’den ornekler vermeyi amaglamaktadir. Bu
dogrultuda, arkeolojik sit alanlarimi iceren kiiltiirel peyzajlarin korunmasi, siirdiiriilebilirligi
ve gelecek nesillere aktarilabilmesi agisindan farkindalik olusturulmasi hedeflenmistir.

2. SANAL GERCEKLIK VE ARKEOLOJI DiSTPLININDE KULLANIMI

Insanligin ge¢misten giiniimiize yasadigi tiim gelismeleri ve izleri giin yiiziine
cikararak, gelecek nesillere koruyarak ve yorumlayarak aktarmayi hedefleyen bilim dal
arkeolojinin teknoloji ile etkilesimi M.O. 150-100 yillarma dayanmaktadir. Buna gére,
teknoloji alanindaki belki de en Onemli donanimiz olan bilgisayar, 1901 yilinda Ege
Denizi’ndeki Girit ile Kythera adalar1 arasindaki Antikytheira adacig1 yakininda ele gegen ve
yaklasik 2000 yil oncesine tarihlenen bronz bir aygit olarak diinyanin en gizemli arkeolojik
buluntularindan biri sayilmaktadir (Gorsel 1-2).

Gorsel 1. Ankhtyera Aygiti Gorsel 2. Aygitin
Rekonstriiksiyonu
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Alman filolog ve epigraf Albert Rehm, 1905 yilinda, buluntunun astronomik olaylarla
ilgili bir hesaplama aleti oldugunu ilk anlayan kisi olmugtu. Nitekim Rehm’den sonraki tiim
bilim adamlari, ayrmtilardaki bazi farkli fikir ayriliklar1 disinda, Antikytheira Aygiti’nin 1.0.
150 ile 100 yillar1 arasinda Yunanli bilim adamlar1 tarafindan, ay ve gezegenlerin
pozisyonlarii 6nceden tahmin etmek iizere yapilmis bir analog astronomi bilgisayar1 oldugu
konusunda birlestiler.

Giintimiizde ise teknolojinin geldigi noktada, 6nemli Ozelliklere sahip bilgisayar
donanimlar1 ve bilisim sistemleri, arkeolojinin daha iyi yorumlanmasi ve arkeoloji bilim
dalina ait uygulamalarin nesiller tarafindan anlasilirhiginin artmasinda biiylik 6nem tegkil
etmektedir. 1930’Iu yillara kadar daha cok dogal gozlemlere dayanan ve tanimsal olarak
kayitlarda yer bulan arkeoloji ve teknolojinin etkilesimi, bu yillardan itibaren bilgisayarlarin
hayatimizda var olmasi ile birlikte veri depolama ve analiz imkani sunma kolayliklar
sayesinde Onemli bir gelisim siirecine girmistir. Zamanla kurallara ve varsayima dayali
teorilerin gelismesi ile simiilasyonlar, uzaktan algilama, cografi bilgi sistemleri ve yapay zeka
onemli kullanim alanlar1 haline gelmistir.

Giiniimiizde basvurulan bu yontemler 1s18inda yiizey arastirmalart ve kazi verilerinin
degerlendirilmesi ile miize ve arkeolojik degere sahip Oren yerlerinin ziyaret¢ilere sunumunda
teknolojik ve gorsel kolayliklar saglanmaktadir. Bu teknolojilerin baslicalarindan olan sanal
gerceklik teknolojisi, gegmis-gelecek etkilesimini ziyaretcilere hizli bir sekilde yansitmanin
kolay bir yolu oldugu gibi, ger¢cege yakin goriintiiler ve ses efektleri ile de algilama kolaylig
sunmaktadir.

Gelistirilen bu yontemler sayesinde teknoloji ve sanal gerceklik uygulamalar1 arkeolojinin
onemli bir ihtiyaci haline gelmistir. Dolayisiyla yiiksek gergeklige sahip simiilasyon
teknolojileri son zamanlarda kiiltlirel peyzajlara yonelik gorsel arastirmalarda odak noktasi
olmustur. Bunun 6nemli bir nedeni; Gergek diinyada karmasik ve ¢ok sayida parametresi olan
bir alanin, tiimiiyle taranmasi ve yeniden insas1 gereksiz ve gercekei olmayacaktir. Yeniden
canlandirmada ise belirli igerikler, nesneler ve seviyelere gereksinim duyulmaktadir. Ornegin;
kiiltiirel kalintilarin korunmasinda, gergekgi bir modelleme i¢in modelin geometrisi ve dokusu
onemlidir. Amag turizm hacminin genislemesi ise gorsel degerlere sahip manzaralara ait
ozelliklerin tanimlanmasi 6nemli bir gereksinimdir.

Bilgi teknolojileri (IT) ve bilgi ve iletisim teknolojileri (ICT) alaninda gelisen bir disiplin olan
sanal gergeklik, farkli bilimler arasinda etkilesim igin bir platform olusturmaya, planlama,
koruma ve kullanma politikalarinda karsilikli 6grenme ve seffafligi desteklemeye, farkli
taraflar ve disiplinler arasinda giicli ortakliklar kurmaya Onemli Olclide katkida
bulunmaktadir. Bu yoniiyle sanal gercgeklik, geleneksel bir problem ¢6zme yaklagimindan ¢ok,
farkli taraflar arasinda katilimer planlamasi yapilmasina yardimci olur. Sekil 1, katilimer
planlamanin temel unsurlarin1 géstermektedir.

Arkeolojik sit alanlarinda koruma Oncelikli siirdiiriilebilir yaklagimlarin benimsenmesinin
sonucu olarak kiiltiirel peyzajlarda planlama ¢ok paydasl bir slirece gereksinim duymaktadir.
Sekil 1'in gosterdigi gibi, katilimer planlama, plancilar, vatandaslar, bilim insanlar1 ve
politikacilar dahil olmak tizere cesitli taraflar arasindaki aktif etkilesim yoluyla karar alma ve
politika olusturmanin ortak meselelerde gergeklestigi, planlama konusunda yeni bir politik
yaklasim ortaya koymaktadir.
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Bu nedenle, yalnizca sorun ¢dzme tizerine odaklanmak yerine, katilimci planlama esas
olarak karsilikli 6grenmeyi, ortakliklarin kurulmasimi ve paydaslarin giiclendirilmesini
destekleyen bir etkilesim platformundan olusur. Ayni zamanda, karar vermenin ilk planlama
sonucunun taslagindan daha fazla vurgulandigi kolektif bir analiz, grenme ve politika eylemi
stirecidir.

BILGI

Problemler izerinds
ortak ¢oziim, planlar
vz politikalar

paydaslar..)

o~ Tim taraflarin gahil

- olmast (Plancilar, Planlama ve tasanim
— vatandaslar, bilim siirecinin her
- : ‘

- insanlar, azamasinda

o politikacilar, vd paydaglann katilim
-

=

p—

YETKILENDIRME

Sekil 1. Katilimci planlamanin temel boyutlar1 (Jamei, 2017).

Sanal ger¢eklik yoluyla veri gorsellestirmesi, daha sonra belirli bir toplulugun spesifik
ihtiyacim1 en 1yi karsilayan planlama kararlarimi belirleyen topluluklar, planlamacilar ve
paydaslar icin farkli goriisler, seziler, vizyonlar ve deneysel bilgiler hakkinda yeterli bilgi
saglar (Sekil 2). Ayni zamanda sanal gerceklik yoluyla veri gorsellestirme, toplulugun ve
paydaslarin faydalanacagi karar verme siirecinde sorumluluklarin paylasilmasini igerir.

KULLANICI
r ARAYUZ
O

u
Fiziksel Karar
oOl¢iilendirme vericiler
Simiilasyon CT' Veri

Sekil 2. Sanal gerecklik katilimci planlama sistemi 6neri semasi (Jamei, 2017).
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3. KULTUREL PEYZAJLARDA SANAL GERCEKLIiGIiN

KULLANIMINA ORNEKLER

Sanal gerceklik uygulamalarinin materyali olan kiltiir varliginin tiirii, uygulamanin
kullanim amaci ve kullanici profili, uygulamada kullanilan donanim, yazilim ve sistemler,
kiiltiirel miras alaninda yapilan sanal gerceklik uygulamalarinin gesitlilik gostermesindeki
baslica etkenlerdir. Bu alanda yapilan caligsmalarin asil hedefi kiiltiirel mirasin korunmasi,
yasatilmas1 ve aktarilmasi olsa da izlenen yol ve yontemler farklilik gostermektedir. Ornegin
bir sanal gerceklik uygulamasi, konunun uzmani olmayan kisiler i¢in deneyim ortami
sunarken, diger bir uygulama uzmanlar i¢in bilimsel analiz ortami1 saglayabilmektedir.

2011 yilinda arkeologlar tarafindan Avusturya’daki Tuna nehri kiyilarinda kesfedilen
bir Roma gladyatér okulu olan Rome Gladiators School (Carnuntum/ Antik Roma), sanal
gercekligin  kiiltiirel peyzajlarda kullanimina gosterilebilecek 6nemli bir  Ornektir.
Arastirmanin yayinlandigi makaleye gore, Ludus (eski Roma’da gladyator yetistiren okullara
verilen isim) yiizeyde cok az goriilebilecek bir alanda tespit edilmistir. Tespitin ardindan
yapilan ¢alismalarda Roma’daki Colessium’un arkasinda bulunan {inlii Ludus Magnus’a rakip
olacak biiyiikliikteki bir alam1 kapsadig1 anlasilan kalintilar, gelismis hava goriintiileri ve yer
radar1 kullanilarak haritalanmistir (Gorsel 3-4).

Gorsel 3-4. Rome Gladiators School sanal gergeklik caligmalari.

Vlahakis ve arkadaslarinin (2002) gelistirmis olduklari ArcheoGuide projesi bu
baglamdaki 6zgiin ¢aligmalardandir. ArcheoGuide adindan da anlagilacag: iizere arkeolojik sit
alanlarinda kisiye ozgii rehberlik sunmaktadir. IIk prototip icin, ¢aligma alami olarak
Yunanistan’in Olimpiya Antik Kenti se¢ilmistir. Olimpiyat Oyunlar’’nin dogum yeri olmasi,
yiiksek ziyaret¢i kapasitesi ve mevcut kalintilarin harabe halinde olmasi Olimpiya’nin
se¢ilmesinde 6nemli etkenler olmustur.

Gorsel 5’de Hera Tapinagi’na ayni bakis noktasindan ¢iplak gozle bakan bir ziyaretci

yalnizca mevcut kalintilar1 goérmekte iken; Gorsel 6’da, ArcheoGuide kullanan ziyaretci
mevcut yapili ve dogal ¢evre igerisinde Hera Tapinagi’nin rekonstriiksiyonunu goérmektedir.
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Gorsel 5. Hera Tapimagi mevcut haliGorsel 6. Hera Tapinagi sanal gergeklik calismast

Bir proje olarak, arkeologlar, bilisim sistemleri uzmanlar1 ve igerik dagitimcilarindan
olusan dokuz kisilik bir ekiple baslayan bir sanal gerceklik girisiminin 2015 yilinda {izerinde
calistign pilot projeler arasinda Antalyamin antik Hadrian Kapist (Ugkapilar) da
bulunmaktadir. Projede yer alan Hadrian Kapisi’na ait sanal gerceklik 6rneklemesi Gorsel
7’de goriilmektedir.

Gorsel 7. Hadrian Kapis1 (Ugkapilar) sanal gerceklik ¢alismas.
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4. SONUC

Gectigimiz yiizyilda oncelikle somut kiiltiir varliklari, sonrasinda ise somut ve somut
olmayan kiiltiir varliklar1 uluslararast kurumlarca insanligin ortak mirast olarak
degerlendirilmis ve deklare edilmistir. Kiiltiirel mirasin korunmasi, stirdiiriilebilirligi ve
gelecek nesillere aktarilmasi, ulusal ve uluslararasi yasalar, tiiziikler ve s6zlesmelerle ¢agdas
toplumlarin temel sorumluluklari, iilkelerin politikalar1 arasinda yerini almigtir. Koruma ve
stirdiiriilebilirlige verilen 6nem ve bu alandaki basari ise toplumlararasi ¢agdaslasmanin bir
gostergesi haline gelmistir (Siirticii, 2016).

Kaybedilen, vandalizm ve bilingsizlik gibi nedenlerle tahribata ugrayan kiiltiir
varliklarmin  ¢oklugu, koruma eyleminin yalmzca yasa(k)lar ile saglanamayacagini
gostermistir. Siirdiirilebilir koruma ve yasatmanin gerceklesebilmesi, koruma konusunda
farkindalik olusturmaya ve toplumun bu  konudaki bilinglenmesine baglidir. Bu farkindalik
ve bilinglendirme ihtiyaci giincel teknolojilerin kullanimini gerektirmistir. Bu baglamda
kiiltiirel peyzajlarda yapilacak olan sanal gergeklik uygulamalar1 kiiltiirel miraslarin
anlasilmasini kolaylastirarak bilinglilik diizeyinin artmasina sagladigi katki ile bu alanlarin
deger kazanmasina imkan sunacaktir.
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SANAL GERCEKLIK: EGITIMDE SANAL GERCEKLIK
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OZET

Bir kullanicinin, bilgisayar destekli ortamlar sayesinde meydana getirilen taklit bir
ortami, teknolojik aygitlar kullanarak gercek ortamda bulunma algisint veren ve bu taklit
ortamla etkilesim halinde olmasini saglayan teknolojiye “sanal gergeklik” denilmektedir.

Bu arastirma makalesinde, son yillarda egitim alanindaki sanal gerceklik kullaniminin
yayginlagsmasina, egitimdeki sanal gerceklik yaklagimlarina ve spesifik olarak teknik egitim
veren mekatronik, elektrik, bilgisayar miihendisligi gibi boliimlerde ciddi 6nem arz eden
elektrik motoru kullanimi, tasarimi gibi islemlerin sanal gergeklik ile ifade edilme bigimlerine
dair bilgiler vermek amaclanmustir.

Makale, sanal gergekligin egitim alaninda kullanimiyla arastirmalarin yaninda, sanal
gergeklik ve elektrik motorlar1 hakkindaki literatiir calismalarinin gergevesini, elektrik motoru
tasarimi1 ve kullanimi i¢in miithendislik fakiiltelerine kolaylik saglayacak ¢aligmalari ele alarak
yeni Oneriler de sunmay1 planlamaktadir. Calisma, sanal gergeklik konusunda egitimde var
olan uygulamalar1 paylagmanin yani sira egitime yeni bakis agilari kazandirmayi da
hedeflemektedir.

Anahtar Kelimeler: Sanal gergeklik, egitim, elektrik motoru, elektrik motoru tasarimi ve
kullanimi

ABSTRACT

The technology is called virtual reality, which enables a user to perceive being in a real
environment using technological devices and interacting with this imitation environment by
using a simulated environment created by computer-aided environments. In this research
article, in the recent years, the use of virtual reality in education, widespread use of virtual
reality approaches in education, and specifically technical education in mechatronics,
electrical engineering, computer engineering, such as the use of electric motor usage, design,
such as the way in which the virtual reality expression intended to give. In addition to
research on the use of virtual reality in the field of education is examined. The paper also aims
to present the framework of the literature studies on virtual reality and electric motors, and
also to present new suggestions to the engineering faculties for the design and use of electric
motors. The study also aims to provide new perspectives on education as well as sharing
existing practices in the field of virtual reality.

Keywords: Virtual Reality, Education, Electric Motor, Electric Motor Design and Usage
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1. GIRIS

1970 li yillarda Jaron Lenier tarafindan ilk defa kullanilan sanal gerceklik kavrami;
var olmayanin, bilgisayar yazilim ve donanimlarint kullanarak olusturulan ti¢ boyutlu diinya
ile etkilesim saglamamiz ile gercek diinyada algilanabilen nesnelere doniismesi amaciyla
kullanilmaktadir.

Sanal gerceklik ile ilgili calismalar tarihsel siiregte ilk olarak 16. Yiizyila
dayanmaktadir ve bilgisayar teknolojilerindeki ilerlemelere paralel olarak giinlimiizde bu
teknoloji hizla yayilarak ve geliserek devam etmektedir[1].

Sekil 1. Sanal gergeklik tarihgesi [2]

Sanal Egitimde teknolojinin kullanimi her gegen giin hizlanarak artmaktadir. Bunun
nedeni teknolojinin giinliik hayat1 kolaylastirdig1 gibi, egitimde anlasilmay1 ve 6gretmeyi de
kolaylastirdigini benimseyen kisilerin tesvikidir. Gergekgi veya hayali bir ¢evre igerisinde, bir
kullanicinin taklit ortami algilayarak etkilesimde bulunmasini saglayan sanal gergeklik
teknolojisi, reel diinyay1 algiladig: gibi bilgiyi kullanic1 goériis alanina yerlestiren teknolojiyle
Artirillmig Gergeklik ismini almistir. Artirllmis gergekligin bir alt elemani olan Karma
Gergeklik ise gercek ve sanal diinyanin algilanan bilesiminin, birbirleriyle etkilesime
girebilecegi yeni ortamlar1 simiile ederek gorsellestirir. Sanal gergeklik egitim alaninda hem
ogrenciler hem de Ogretmenler agisindan oldukc¢a kullanishh ve olumlu sonuglar doguran
teknolojik bir aragtir. Sanal gercekligin egitimde kullanilmasi egitmenlerin yiikiinii ciddi
Olclide azaltmaktadir. Sanal gergeklik ortamlarinda egitmenler, 6grencilerin kesfetme ve
ogrenme yeteneklerini kolaylastirmay1 saglayan bir figiir iistlenmektedir. Ogretmenler,
ogrenci sorularin1 sadece cevaplayan kisiler olmaktan ziyade, d6grencilerin kendi kendilerine
kesfetmelerinde ve yeni fikirler iiretmelerinde rehberlik yaparlar. Sanal gergekligin egitim
alaninda kullanilmasinin 6grenci agisindan pek ¢ok yararlari bulunmaktadir [3].

Bu makalenin ana konusu, sanal gercekligin egitim alaninda kullanimiyla aragtirmalarin
yaninda, elektrik motoru tasarimi ve kullanimi icin miihendislik fakiiltelerine kolaylik
saglayacak calismalar1 ele almak ve bu konuya yeni Oneriler ile destekte bulunmak
amaglanmistir. Boliim 1°de giris yapilmis, Boliim 2°de ilgili literatiir taranmistir. Boliim 3’te
elektrik motoru tasarimi ve kullaniminda sanal gerceklikten bahsedilmis son bolimde sonug
ve Onerilerle makale tamamlanmistir.
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2. SANAL GERCEKLIGIN EGITIMDE KULLANIMI

Eglenceden, reklama, tiptan, egitim alanlarma kadar her alanda teknolojiden
faydalanilmaktadir. Sanal gergekligin egitim amaciyla kullanildigr uygulama alanlarindan
bazilar1 sunlardir: iki boyutlu kitaplara iiciincii bir boyut kazandirma, bilissel bakim ve onarim
gorevleri hakkinda egitim verme, fizik, kimya, biyoloji gibi alanlarda kavramlarin ii¢ boyutlu
gosterimi ya da sanal laboratuvarlarda deneylerin gerceklestirilmesinde, miihendislik
egitiminde araglar ve malzemeler hakkinda bilgi ve beceri kazandirma bunlardan
bazilaridir[4]. Teknolojinin egitimde, 6zellikle mesleki ve teknik egitimde kullanimini
yayginlastirmak amaciyla bu alanda diinyada uygulanan yenilikler fark edilmelidir. Sanal
egitimin mesleki ve teknik egitimde kullanilmasi ise yeni bir uygulama sayilsa da bu kullanim
giin gectikge artmaktadir. Mesleki ve teknik egitimde sanal egitim uygulamasi: beklentiler ve
ogrenci basarisina etkisi lizerine hazirlanan doktora tezi drneginde, mesleki ve teknik egitim
alan ogrencilerin ve mesleki ve teknik egitim veren egitmenlerin sanal egitimden beklentileri,
mesleki ve teknik egitimde uzaktan egitim modelinde uygulanan sanal egitimin 6grenci
basarisina etkisini arastirmay1 amaglamistir. Mesleki ve teknik egitim alan 6grencilerle nitel
arastirma modeli kullanilarak yapilan arastirmada elde edilen bulgulara gore, sanal egitimle,
bilginin uygulamaya konulusunun gosterilmesi, yapict geri besleme, tekrar etmeksizin
sorulara cevap verebilme, etkili doniit, daha ¢ok dgrenciye egitim olanagi saglama, zaman ve
mekan bagimsizligi, kesintisiz iletisim, sinif disinda olmasi, kendi kendine 6grenme, kolay
erisilebilirlik, alistrma olanagi, orgiin olmamasi, 6grenci katilimli olmasi, az masrafla ¢ok
bilgi elde edilebilmesi 6grenci beklentilerini olusturmaktadir. Ogrencilerin tek olumsuz
beklentisi, sanal egitimin sosyallesmeyi ortadan kaldirmasidir [5]. Bu olumlu beklentileri g6z
Oniine alarak teknik egitim icinde 6nemli bir yer tutan elektrik, elektrik temelleri, elektrik
motorlar1 i¢in sanal ortam kullanilarak egitime katkida bulunan ¢alismalar incelenmis ve bir
Oneri sunulmustur.

Elektrik temellerinde artirilmis gergeklik iizerine hazirlanmis g¢alismada; elektrik
temellerinin ortaokullarda popiilerliginin ¢ok diisiik bir seviyede oldugunu kabul ederek, bu
alandaki artiritlmis gergeklik teknolojilerine dayanan gelecekteki diger gelismekte olan
araglarin takip etme ilgisini test etmek igin farkli uygulamalar gelistirilmistir. Calismada, 12
ile 14 yas aras1 6grencilerle test edilen uygulamalardan birinin yeterliligi, 6grencinin katilimi
ve ogrencilerin belirli hedeflere ulasmalar1 agisindan kullanimi agiklanmaktadir. Testin
ortadgretim Ogrencileriyle birlikte uygulanmasinin yani sira teknik bir kisa agiklama da
bulunmaktadir. DC devre uygulamalarinda kullanilan artirilmis gerceklik deney siniflarinda
ogrencilere sunulmustur. Bu ¢aligmanin sonuglari, AR uygulamalariin kullaniminin sinifta
deneysel bir ara¢ olarak kullanilma potansiyeli oldugunu, 6grencilerin ders etkinliklerine
katilimini tesvik ettigini ve dgrencilerin AR kullanmimi konusunda 6grencilerin kendi 6grenme
etkinlikleri i¢in 1yi bir belirleyici olmalarini sagladigini gdstermektedir [6]. Sanal gergeklik
yazilimi kullanarak elektrik itmesinin incelenmesini konu alan ¢alismada ise, bir elektrikli
scootert iten sabit miknatisli senkron motorun kullanimma iliskin sayisal analizin ana
sonuglarint sunmaktadir. Elektrikli scooter sanal bir ortamda ¢alistirmak gerekiyordu. Sanal
gergeklik (VR) ara yiizii 6zel bir yazilim olan Prescan ile gelistirilmistir. Bu yazilimda, gercek
stirtis kosullar1 simiile edilebilir, hatta trafik 1siklar1 ve isaretleri, yayalar, 6zel siiriis
kosullarina sahip diger arabalar. Itme iinitesinin modeli ve kontrol teknigi Matlab / Simulink
ile uygulanir. Bu es-simiilasyon sayisal ortami, elektrikli otomobiller i¢in gercek g¢alisma
kosullarmin daha kesin bir tahmini i¢in faydali olabilir. Ayrica, bu sayisal ve sanal platform,
gercek zamanli kontrol cihazlarina kolayca adapte edilebilir ve bu yaklasimla, elektrikli
otomobillerde gelismis bir enerji yonetimi diisiiniilebilir [7].
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Konvansiyonel Elektrikli Makinelerin Sanal Laboratuvarlarini isleyen ¢alisma
incelenmistir. Bu ¢alismada, elektrik makineleri dersinin, elektrik mithendisligi egitiminden
mezun olan 6grenciler i¢in biiyiik bir 6neme sahip oldugu vurgulanmistir. Elektrik makineleri
ortami, Ozellikle elektronik siiriiclilerin, bilgisayarlarin ve gemi sistemleri sistemlerinin
tanitilmasiyla siirekli olarak degistigi icin, miifredatlarinin gozden gegirilmesi ve deney
laboratuvarlarinin modernizasyonu kagmilmaz bir gereklilik olmustur. Bu makale, cogu
geleneksel makinenin sanal laboratuvarlarinin gelistirilmesinden olusan dersi modernize
etmenin bir yolunu &nermektedir. Indiiksiyon makineleri, tek fazli transformatorler, gdze
carpan kutuplu senkron makineler ve DC makineleri bunlardan birkagidir. Her sanal
laboratuvar parametrik bir tanimlamadir, MATLAB kullanilarak diisiiniillen makine
diyagraminin otomatik olarak ¢izilmesi ve Simulink Kiitliphanesi Gii¢ Sistemleri Blogu seti
kullanilarak yapilan olagan testlerin sanal modelleri ile sunulmaktadir [8].

2.1. ARTIRILMIS/SANAL GERCEKLIK YAZILIMLARI VE MATERYALLERI]

Sanal gerceklik ile ilgili uygulamalar gelistirmek i¢in kullanilabilen cesitli yazilimlar
bulunmaktadir. Cihazlarin cisim tamima 6zelligi kullanilarak, sanal nesnelerin gercek
goriintiilerin {lizerine bindirilmis hali olan artirilmig gerceklik yazilimlar giiniimiizde oldukca
ilgi ¢ceken bir konu haline gelmistir. Bu yazilimlarin bir kismui igletim sistemine kurulmakta,
diger kismi internet tarayicist vasitasiyla calisabilmektedir. Sanal gerceklik yazilimlari
markerlar tizerindeki siyah karelerin ID bilgilerine gore calisabilir ya da resim ile yiizey veya
nesne tanima ile de gergeklestirilebilir. Bu uygulamalarda en sik kullanilan yazilim gelistirme
kitleri (Software Development Kit-SDK); artirilmis gerceklik uygulamalari i¢in ARToolKit,
Mixare, Vuforia, Wikitude ve sanal gergeklik uygulamalar1 i¢i Unity3D’dir.Bu yazilimlarin
disinda kullanilan daha bir¢ok platform bulunmaktadir.

Sanal gerceklik ara¢ ve gere¢ sistemi ise genel olarak; basa takili sunum sistemleri,
basa giyilen goriintii verici kristal ekran, kabin simiilatorleri, 6zellestirilmis odalar, masaiistii
gergeklik, boom, cave, kiiresel projeksiyon sistemi ve mekanik izleyicilerdir.

Sekil 2 Basa Takili Sunum Sistemi Sekil 3 Cave Sunum Sistemi
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3. SANAL GERCEKLIK VE ELEKTRIK MOTORLARI

Elektrik enerjisini mekanik enerjiye doniistiiren elektrik makinesine elektrik motor
denir. Elektrik motorlarinin ¢ogu doner diizenege sahiptir, benzerleri olan tiretegler gibi, bir
cekirdek araligiyla ayrilmis bir sabit obiirii hareketli silindirsel, es eksenli iki ferromanyetik
armatiirden olugmaktadir [9].Elektrik motorlar1 genelde sanayide kullanilmaktadir. En sik
kullanilan ¢esidi alternatif akimli elektrik motorlaridir.

Sanal gergeklik, gercek hayatta bulunan ortamlarin bilgisayarlar aracilig ile taklit
edilmesine denilmektedir. Sanal gerceklikte esas amag, sanal gerceklik kaskini taktigimizda
kaskta veya gozliikkte bulunan ortama adapte olarak gercekte bulundugumuz ortami unutup
sanal ortama odaklanmaktir [10].

Literatiirde sanal gerceklik ve elektrik motorlarini hibrit kullanan ya da elektrik
makinalari, elektrik motorlart ile ilgili konularda sanal gerceklikten faydalanan cesitli
calismalar mevcuttur. Sanal gerceklik tekniklerinin sonlu elemanlar yontemine uygulandigi
calismada; VTK gibi bilgisayar grafik paketlerinin kiiciik uyarlamalarla, sonlu elemanlar
hesaplama sonuglarinin verimli ve kullanici dostu bir sekilde islenmesi i¢in gerekli tim
islevleri saglayabildigi gosterilmistir. “IMOOSE.trinity.vr” isimli yazilim ve sonlu elemanlar
coziimlerinin gorsellestirilmesi i¢in grafiksel paket gorsellestirme ara¢ setini (VTK)
kullanilmaktadir [11].

Elektrik motorlar1 i¢in sanal iiriin gelistirmeyi konu alan makalede, zaman kazandiran
bir tasarim siirecine olanak taniyan elektrikli makinelerin sanal gelisimi i¢in uzmanlasmis bir
yazilim sunulmustur. Bu; elektromanyetik, termal, yap1 dinamigi ve akustik 6zellikler i¢in
analitik ve sayisal simiilasyon yontemlerinin bir siirekli yazilim aracinda birlestirilmesiyle
elde edilir. Artik farkli yazilim paketlerinin birlestirilmesine veya uzmanlasmasina gerek
yoktur. Programin sadeligi, grafiksel kullanic1 ara yiizii ve veri yapisi ile tasarim siirecini
kontrol ederek gerceklestirilir. Veri isleme i¢in XML ve SQLite kullanimi standart dogrulama
teknikleriyle yanlis kullanici girisi yapilmasini onlemektedir. Ayrica, dergileri degistiren,
izlenebilir ve geri dontisimli kilan uygulamali tarih 6zelligi ¢ok kullanicili bir islev
sunmaktadir. VTK ve VISTA' ya dayali gorsellestirme bileseni, sanal gerc¢eklik ortamlarinda
da sayisal ¢oziimleri gostermeye izin vermektedir. Sunulan yazilim sanal iirlin gelistirme i¢in
uzmanlasmistir. Bu yazilim elektrik makinelerinin hizli bir sekilde tasarlanmasina izin verir.
Programin sayisal ¢ekirdegi iMOOSE 'dir, diger tiim hesaplamalar python ve bilimsel python
uzantisi ile yapilmaktadir. Sonlu Elemanlar Cozeltisinin gorsellestirilmesi i¢in VTK ve VISTA
kullanilir, 6rgii iretimi Gmsh tarafindan gergeklestirilmektedir [12].

Kompleks gorsel senaryolardan elektrik makineleri imalatina dogru siireci isleyen
calismada, bir elektrikli makinenin tiim auralizasyon isleminin modiilerlestirilmesi igin bir caligma
salonunun iginde bir konsept sunulmustur. Gergek zamanli kisitlamalar, zaman alici
simiilasyonlarin 6n isleme tabi tutulmasina ve ¢alisma zamaninda isitilmis binaural sesi elde
etmek i¢in onceden hesaplanmis sonuglarin birbirine baglanmasina yol agmaktadir. Simiilasyon
modiilleri arasindaki ara yiizler tanimlanmis ve simiilasyon modiilleri ile bunlarin karmasik arka
plani ayrintili olarak sunulmustur. Modiillerin i¢leri son yillarda zaten genis bir arastirma altinda
oldugundan, bu 6grencilerin bilgisinin birbirine baglanmasi, bu yeni auralizasyon kavramin
ortaya ¢ikarmaktadir. Ayrica, makinenin sinyal ve transfer o6zellikleri farkli, ayr1 ¢alisma
noktalar1 i¢in simiile edilmistir ve enterpolasyon, belirli bir araliktaki g¢esitli kosullar altinda
islenmesini saglamaktadir [12] .
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T.n

Elektro manyetik Y apisal : Radyasyon Oda
sonlu clemanlar FEM Ayrismasy Simitlasyonu
yintemi: FEM

Sekil 4 Islenen verilerin alisverisinde kullanilan fiziksel miktarlar1 iceren dnerilen konseptin blok
semasi [12]

Elektrik makinalar1 modelleme sanatini anlatan makalede ise; elektrikli makinelerin
sayisal olarak hesaplanmasinin hala zor oldugundan bahsedilmistir. Elektromanyetikte
hesaplamanin 6zelliklerine yenilik¢i bir diirtii kazandirmak i¢in, otomatik bir hesaplama
zincirinin sunumundan baslayarak, elektrikli makineler igin son teknoloji tasarim metodolojisi
sunulmustur. Daha hizli simiilasyonlar igin sebep-sonu¢ analizinin yani1 sira daha hizli
simiilasyonlar i¢in genisletilmis esleme haritalamasi sunulmus olup, kayip hesaplamasi igin
detayli bir arastirma metodolojisine yol agmustir. Gelismis dinamik histerezis yaklasimi
manyetik skaler potansiyel gerektirdiginden, c¢oziiciiyle ilgili diisiinceler daha sonra
sunulmustur. Buraya kadar olan tiim modellerde simetrik bir makine davranisi oldugu
varsayildiginda, elektrik makinelerinin stokastik analizi tartisilmis, akustik hesaplama ve
VR'deki makine sunumu ile ilgili kavramlar tartisilmistir. Makale, toplanmig parametrelerin
hesaplanmasiyla sona ererek ve sonunda makine kontrolleri i¢in modeller olusturulmasina izin
vermektedir. Bu tasarim zincirinin ardindan, elektrik bir makine gibi elektromanyetik
cihazlarin hesaplanmasi ve analizinin daha iyi anlagilmasini saglamaktadir [13].

Gelisen teknoloji ogrencilerin karmasik igerikli konulari, sanal gergeklik cihazlari
araciligiyla eglenceli ve kolay bir sekilde 6grenmelerini saglamaktadir. Ayrica 6grenciler bu
ortamdaki nesneler ile etkilesime gecerek onlar hakkinda daha ¢ok sey Ogrenebilme imkéani
elde etmektedir [14].

Ornegin ogrenciler, elektrik makineleri dersinde anlatilan makine ve motorlar1 sanal
gerceklik sayesinde daha detayli goriip kesfetme firsat1 yakalarken, egitmenin anlattiklarini
dinleyebilecek ve yasayabileceklerdir. Bu sayede dgrencilere istenilen bilginin ¢ok net ve agik
bir sekilde anlatilabilmesi ve 6grencilerin konuyu dogru sekilde anlayip ve 6grenme yiizdesini
artirmast  hedeflenmektedir. Bu hedef dogrultusunda elektrik makineleri ve elektrik
motorlarin sanal ifadesiyle ilgili yapilan g¢alismalar ele alinmistir. Calismalarin detayli
incelenmesi saglanarak elektrik ile ilgili derslere sanal gergeklik uygulanmasi igin fikir
vermesi istenmistir.

4. SONUC

Sanal gergeklik kavramini ele alarak egitimde kullanimini vurgulayan caligmada,
elektrik dersleri veren egitmenler ve elektrik ile ilgili dersler alan 6grenciler i¢in konuya bu
alandan bakis acis1 kazanilmasi amaglanmistir. Konu hakkinda detayli literatiir taramasina yer
verilmistir. Calismalar incelendiginde, elektrik motoru veya makinelerinin tasarimi, ¢alismasi,
tiretilmesi gibi konularin sanal gerceklik ile simiile edilmesi sayesinde karmagik durumlarin
basitlestirildigi goriilmiistiir. Bu karmasik, zor diizenekleri ve islemleri sanal ifade ederek,
ayrintilarda kaybolan kiiciik detaylarin kolay yakalanmasi saglanmistir.
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Sekil 5 Sanal Gergeklik ile bir Elektrik Motoru Gortiniimii [15]
Sanal gercekligin elektrik makineleri ve motorlar1 alanina uygulanmasinin

yayginlagmasi gerektigini belirten bu g¢aligmay1 destekleyen literatiir arka plani bir araya
getirilerek, bu konuya destek saglanmastir.
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ABSTRACT

Virtual reality is conceived as a scene where users can experiment with many
applications in a realistic scenario. In order to achieve the closest visualization to the virtual
reality environment, it is necessary to use models close to reality. Transferring the sense of
reality to the user is realized by realistic modeling of the environment. Real-world models of
real-life models, such as the accuracy of modeling, the use of the type of data to be used in
this scenario also requires knowing. As a geodetic, real-world object is modeled and
transferred to a virtual reality environment. Real-size models of objects produced by classical
measurement or technological imaging techniques from different terrestrial and aerial will
more easily adopt and adopt the scenario in this environment with the proportional
dimensions and real textures of the objects related to the real world. The most important point
in the preparation of the models is the geodetic determination of ground and air measurements
in three dimensional models. In this study, the importance of obtaining the geodetic data types
to be used in the virtual reality environment and providing the necessary sensitivity for the
model were investigated. The observations were based on the experiences of the researchers
as a result of the tried and tested virtual reality applications. In order not to adversely affect
commercial competition, source and name information of the sample images are not used.
Keywords: Virtual Reality, 3D Modelling, Geodetic Data, Object Dimensions, Surface
Pattern

1. INTRODUCTION

Virtual reality is the environments where the scenarios are created by using realistic
models created in computers and similar environments to be transferred from the minds of
people to their feelings. At the same time, virtual reality is thought of as a scene where users
can experiment many times with their environment modeled with a realistic scenario. The
models designed in this environment increase the power of perception, perception and feeling
in people significantly and interactively in the created scenarios. Virtual reality allows the
individual to escape from the limitations of the world in which he lives and to discover a new
and different universe. Virtual reality is used in many fields such as education, medicine, city
modeling, industrial production, and it is also used effectively in engineering applications
(Bayraktar & Kaleli, 2007; Ergiin, 2010).

Today, there are many areas of application in which virtual reality is being used. These
usage areas, which are created by taking advantage of the virtual reality, aim to give users a
virtual sense of reality. Application areas where virtual reality is used,;

e Military e Spor
e FEducation e Media
e Health care e Scientific Visualization
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e Entertainment e Telecommunication

e Fashion e Construction

e History e Film

e Business e Programming Languages

e Engineering
as seen (URL-1, 2019).

The most important feature that distinguishes virtual reality from many other
applications is that it gives the user a sense of reality. In order to fully sense this feeling, the
objects in the model must reflect the truth in terms of texture and size. The most important
point in the preparation of the three-dimensional models created by using ground or aerial
photography is the real size control of these models as geodetic. For this, in order to convey
the reality of the scenario to the feelings of the person, the environment and objects in the
scenarios must be created in a real scale. The fact that this model to be created reflects the
reality depends on the data type and resolution (Cavas, Cavas Huyugiizel, & Taskin Can,
2004; Kayabasi, 2005). Nowadays, the data used in the preparation of 3D models can be
classified into three groups. These are;

e Image and image-based data (Raster Data).
e Line data produced by measuring process (Vector Data).
e Point cloud data generated by laser scanner or photogrammetric methods (Figure 1).

=

A - Je Point Data

Vector Data < Ground Class

Parcels, Roads and Buildings

Land Use

Satellite Image or Aerial Photo
Raster and Photogrammetric Data <

Topography and Elevation

Terrain

Figure 1. Geodetic data types used in three-dimensional models

One of the most important issues in three-dimensional modeling is the acquisition of
digital surface models. In addition to the real size models of the objects produced by different
terrestrial and airborne measurement techniques, automatic or semi-automatic digital surface
model production is performed with the help of a function using the software produced
especially for this job. The objects produced in the virtual reality environment can be realistic
(Ugar & Ergiin, 2004). It gives detailed information about the coordinate information of the
points forming the real models, the geometry and the size of the object. This ensures that
objects are displayed in different environments with the dimensions they are actually in. The
most obvious example is the three-dimensional maps. Because three-dimensional maps based
on the coordinate information of geodetic details on a certain scale of land is the
representation of the structure. In this respect, the realization of three-dimensional objects in
the real world is one of the basic steps to be taken. Therefore, the accuracy of the coordinate
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information of the points in the virtual reality is of great importance. Models to be created
with coordinate data; Measurements such as distances, areas, volumes, heights can be
obtained from geodetic data. The data used in the scenario to understand the dimensional
relations of the objects with their environment and to obtain information about them are of
great importance. In this context, the geodetic data obtained from the models of the objects
created by using computer technology will enable the user to feel more realistic in the virtual
reality environment.

2. EXPERIENCES AND FINDINGS

In order for users to truly experience the experience of virtual reality, the scenario in
which virtual reality designs are found must be flawless and should be able to convey this
feeling to the user in more detail. The virtual connection that the user creates with the virtual
reality environment can only occur with the reality of the scenario. In this study, many objects
and scenery prepared for the virtual reality environment were examined and the obtained
examples were interpreted by our experiences and the realization of the dimensional relations
of the objects that were modeled in the scenario with their surroundings were conveyed.
Figure 3 shows the difference between a tree that gives a sense of reality and a tree that does
not make sense of reality. As shown in the example, the image on the left of the tree cannot
fully reflect the sense of reality (in shape and size), while the image on the right reflects the
truth.

(@) (b)

Figure 2. Real world tree prepared for the virtual reality environment

When these two different tree models prepared for the virtual reality environment are
examined in Figure 2, it is seen that the modeling in Figure 2b is depicted more realistically
than in Figure 2a. Precise creation of the basic base that enables the three-dimensional models
to be depicted in the computer environment is possible with the use of geodetic data but with
a high cost. Because it will be an economic burden to obtain information about the geometry
and dimensions of each object and to apply the findings to the model.

Although virtual reality applications have been transformed into image processing
techniques, geodetic rendering of each surface with certain scales provides the most accurate
geometric representation of virtual reality. In fact, the accuracy in determining the object
position and size also means that the most accurate trajectory is vertical (Ergiin, 2010;
Kersten, 2004). One of the negative examples of revealing the accuracy of the dimensions of
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the environment or objects in the scenario is that the perspective cannot be transferred to the
user (Figure 3).

Figure 3. The scenario is not well designed as a perspective.

When Figure 3 is examined, it is seen that the scenario to be used in virtual reality is
not well-constructed in perspective. The vertical modeling of the walls between the ceiling
and the floor in the image will make the scene more realistic. In the scenario, the harmonious
relationship between objects can reflect the reality better. The modeling of objects in
accordance with the perspective rules will reveal the depth relationship between the objects as
well as the size relationship between the objects in detail (Figure 4).

L Z
/ Z / ! ".-' ~readih

Figure 4. Example of the scenario of objects designed to scale with each other.
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When the stage design in Figure 4 is examined, it can be seen that when the relation
of size of the objects in the scenario is examined, it can be seen that the dimension perception
in the real world can be easily transferred to the people who will use this scenario. The colors
on the stage are chosen according to the colors of the real life and reflect the real life rather
than the stage feeling. Again, the dimensional relation between the objects created in the
virtual reality environment has to be considered when creating the scenario (Figure 5).

Figure 5. Dimensional relationship error of objects between each other.

When the visual in Figure 5 is examined, an example of the size relationship between
the objects used in the real life and the exaggerated proportions can be seen. It would be
difficult for users to feel that they were included in the scenario if this visual historical scene
had the use of a visual or archery sport in a virtual reality environment. The disproportionate
models of the prepared bow and arrow models will remove the users from the feeling of
reality. In another case, virtual reality or simulation environments are met in the scenario
model, model of the dimensional relations with the environment cannot be understood. It is
very important that the real-life sampling of the education to be taken in the simulation
environment and the creation of a scenario based on it (Figure 6).
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Figure 6. Relationship between object and scenario in simulation environment

Figure 6 shows a scenario for driver training in the simulation environment. Traffic
lights and pedestrians in the scenario are almost in the same size. In addition, the relationship
between buildings and other environmental objects is not complementary in size. In such
simulations, where driving training is provided in a feature that distinguishes this scene from
other scenes, it has been successfully incorporated into the perspective scenario. In many
edited scenarios, it will make users ready for real-life operations. For this reason, models
created closer to reality will enable the individuals in the education process to adapt
themselves better to the scenario and enable the training process to be more efficient.

3. RESULTS

The most important feature that distinguishes virtual reality from many other
applications is that it gives the user a sense of reality. In order to fully sense this feeling, the
objects in the model must reflect the truth in terms of texture and size. Three-dimensional
modeling techniques can be created in a computer-like manner and predictions and analyzes
can be made with these models. When such opportunities are achieved, virtual reality will be
an application that users cannot give up with visualization in every imaginable area of life.
Although this application is not possible for today, it will be ensured by increasing the quality
of data in the future and improving accuracy. Today, the coordinate information of the points
that make up the real models, the geometry and the size of the objects give us more detailed
information about the object. Therefore, the accuracy required by visualization of the object in
the three-dimensional model is quite important. In this way, objects will be displayed in
different environments with their actual size. On the basis of these recommendations, the
dimensional accuracy of the three-dimensional models obtained from different types of data
sets as well as the geometrically prominent objective accuracy are gaining importance.

4. SUGGESTIONS

In this study, it was mentioned the importance of obtaining geodetic data for virtual reality
scenarios. The most important point in the preparation of the three-dimensional models that
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are created by using ground or aerial photography is the real size control of these models as
geodetic. For this, it is necessary to create a real-scale scale of the environment and objects in
the scenarios in order to convey the reality of the scenario to one's feelings. In many edited
scenarios, it will make users ready for real-life operations. Therefore, models created closer to
reality should enable the individuals in the education process to adapt themselves better to the
scenario and allow the educational process to be more efficient. Obtaining geodetic data of
models created by using computer technology will enable the user to feel more realistic in a
virtual reality environment.
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1. INTRODUCTION

Efficiency in electrical energy means that doing the same work using less energy
without compromising the quality of service. Reactive Power Compensation is one of the
most important ways to improve efficiency and energy saving in energy systems. There are
many types of compensation techniques such as static and dynamic VAR. With the reliable
and faster processors and the better control devices, now it is possible to design and
implement more efficient Reactive Power Compensation systems. Moreover, advances in
Information and Communication Technologies(ICT) have made it easier to balance the
Demand and Supply of energy and have led the creation of the smart grid. The integration of
machines and tools with ICT systems has resulted in the Fourth Industrial Revolution and
Industry 4.0 applications. Industry 4.0 enables real time monitoring and controlling of the
devices while collecting more data in order to make better and smarter decision. Artificial
intelligence methods often find a place in designing of intelligent systems.

In this study, a reactive power compensation system will be designed by using
artificial neural networks (ANN) according to the data obtained from the industrial 4.0
compliant devices.

2. INDUSTRY 4.0

The industrial revolution dates back to the invention of wheel. Simple mechanical
systems were produced by using simpler hand-tools. This usage of labor and tools is
considered as Industry 0.0. The First Industrial revolution (1.0) began with the invention of
the steam engine in 1712[1]. While mechanical production systems based on the use of water
and steam power had appeared, social classes also emerged in this era. In the second industrial
revolution (2.0), mass production with electric power had been introduced. It is accepted that
Henry Ford started mass production first time for car production[2]. The telegraph (1840) and
the telephone (1880) were also invented. Moreover, the idea of Taylorism advocating
Scientific Management System emerged in 1920. In the third industrial revolution (3.0), a
digital revolution took place with the use of electronics and the development of Information
Technology(IT). The first microcomputer Altair 8800 (1971) and Apple | (1976) were
produced. Programmable Automated production system had been implemented in
manufacturing. The fourth industrial revolution was started by the Germans in 2011. Industry
4.0 is a combination of Cyber Physical Systems which integrate complicated machines and
tools with supporting IT technologies such as Internet of Things and make them autonomous
and smart systems through collected data and intelligent controller,
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Figure 2.1. Development of Industry

3. ARTIFICIAL NEURAL NETWORKS

An Artificial Neural Network (ANN) consists of interconnected nodes similar to
neurons in the human brain. As seen from Fig. 3.1, in a node, inputs from a data set are
combined with the weights defining the significance of each input to desired outputs. The
values of ANN weights are determined through learning algorithms using the previously
collected data[3].

Inputs  Weights
X

Transfer Function

Mlj-zxiwij—ej v
X = » [f(netj) |—— Output
3

Activation Function

Threshold
Figure 3.1. Artificial nerve cell [4]

Inputs: Data from outside to the artificial nerve cell.

Weights: Inputs to the neuron are multiplied by these values as coefficients. These
coefficients can be positive, negative and zero. The input with zero weight has no effect on
the output.

Transfer Function: It is the layer that calculates the net input to a cell. The best method of
determining transfer function is to calculate by trial and error.

Activation Function: Processes the net input to the cell and determines to output that
corresponds to this input. Different formulas can be used to calculate output. Generally, the
sigmoid function is prefered as activation function[3].

Cell output: The output value of the cell determined by the activation function. The output
can be transmitted to the outside of cell or transmitted to another cell[5]. Artificial neural
networks consist of input layer, hidden layer and output layer.

Input layer: The input from the external environment is transmitted to the interlayers of
ANN.

Hidden (Search) Layer: In this section, data from the input layer is further processed.
Output Layer: The cells in this layer produce the output data of the network by processing
the data from the hidden layer. The number of the layer and function may be chosen
according to the desired network structure.
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4. REACTIVE POWER COMPENSATION

The electrical energy is generated as alternating current consists of two components,
active and reactive. The active power, which is useful for consumers, consists of the active
current. For example, this power component is transformed into mechanical power in motor
shafts, thermal power in heat centers[7]. Electrical machines such as generators, transformers,
coils and motors operate according to the electrodynamics principle. The magnetizing current
that provides the necessary magnetic field for the operation of these machines is called
reactive current. Reactive power is not converted to useful power as active power is done[7].

T P
Figure 4.1. Phasor diagram representation of current, voltage and power.

When the phasor diagram shown in Fig. 4.1. is examined, Active Power(P) is equal to
cosine product of the Apparent Power(S). The angle between Apparent and Active Powers is
the phase angle of the fundamental voltage and the current. The cosine value of this angle(¢)
is defined as the Power Factor(P.F.)[6]. Electrical loads can be catagorized in three classes:
1.Resistive: The current and the voltage are in phase and PF is 1, 2.Inductive: The current lags
the voltage and PF is zero and 3. Capacitive: The current leads the voltage and PF is zero. For
a resistive load, all power is consumed in a usefull way. Therefore, to make an electrical
system more efficient, PF must be closer to 1.This process is called as reactive power
compensation. Various methods are used for reactive power compensation. In these methods,
the reactive powers that are needed by the loads are statically compensated by capacitors
and/or reactors and dynamically synchronous motors [7,8].

In the compensation method using capacitor groups, the capacitor groups are gradually
switched on. In this method, it may not be possible to fully compensate the reactive energy
needed by the load. The time delay also occurs when the stages are activated. This can cause
excessive or low compensation of the load over the energy transmission line[8,9]. In the
compensation made by synchronous motors, the motors can be operated capacitively or
inductively by changing the excitation current[10].

5. REACTIVE POWER COMPENSATION WITH
ARTIFICIAL NEURAL NETWORKS

In this study, a reactive power compensation system is designed by using artificial
neural networks (ANN) according to the data obtained from the Industrial 4.0 compliant
devices. ANN learning algorithms is used on the data set to create a proper compensation
system. In order to form the data set, the values of U, I, cos , P, Q, THDI and the reactive
power of capacitor and the shunt reactor ratios belonging to the system are taken from the real
system with the help of Industry 4.0 compatible devices.
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5.1. Design of ANN

There can be many performance metrics such as modeling or training time for an ANN
estimator. But the best and most important performance criterion is the accuracy of the
estimation. The accuracy criterion is defined as the difference between the actual value and
the estimated values. This difference is called the estimation error. The ANN model, which
will be used for estimating the capacitor power, the shunt reactor currents and the steps
required to be taken by the relay, is developed in MATLAB using ANN toolbox (Neural
Network Toolbox-nntoll). Development of the ANN model is done in 9 stages.

. Establishment of training and test data from input and output data in hand.

. Entering the training and test set into the MATLAB program.

. Creation of the network.

. Selecting network parameters.

. Training the network.

. Establishing the test simulation of the network.

. Comparison of estimated output values with actual values as a result of simulation.
. Determination of the minimum error rate.

. Termination of network training.

O© 00 NO O WN P

Of the 350 data received from the real system, 70% is used for network training, and 30% for
testing the network. In the ANN model created with Matlab ANN toolbar; In the three stages
of advanced feeding network and consulted network structure, back propagation learning
algorithm, input, secret and output layer, 3 neurons and logarithmic sigmoid activation
function in secret layer, 1 neuron and linear (purelin) activation function in the output layer
were used.

5.2. Design of User Interface and Test System
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Figure 5.1. User Interface
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The sample application system is designed in MATLAB Simulink. The User Interface
consists of five sections. The first section contains the data collected from the real system and
the calculation methods(No-compensation, Static or Dynamic). Before the compensation
calculation, one of the options of no compensation, static or dynamic compensation should be
selected.

Active, reactive and apparent powers of the system with no compensation will be
calculated by selecting No-compensation option. When the static compensation option is
selected, the required capacitive power and the shunt reactor currents will be calculated as in
classical systems according to the targeted cos value. The status of the relay is also estimated.
When the dynamic compensation stage is selected, the capacitor powers, the shunt reactor
currents and the relay status will be estimated by the ANN based Controller. Moreover, a
synchronous motor such as a ventilation motor can be used to correct Power Factor by
controlling the excitation current. When the plant is in operation with a reactive power
consumption, the motor will be run with the calculated necessary excitation current. In this
case, both ventilation and compensation will be done at the same time. Since the capacitor
groups will not be activated in this stage, energy saving will be ensured.

6. RESULTS AND RECOMMENDATIONS

In this study, ANN based power compensation system is designed and simulated. For
different scenarios, the capacitor powers, the current of the shunt reactors and the relay status
are estimated by the ANN controller. More sensitive reactive power control is performed.
After traning the ANN controller, test results show that the ANN controller produces 98%
correct outputs.

The capacitor power required by artificial intelligence was estimated at 23.2257 kVAR
when using a 24.4 KVAR capacitor in real time. The margin of error is 1.1743%.

In the real system, while the shunt reactor current in R phase was 0.3948, the current
was estimated as 0.3949 by artificial intelligence. 100% of the estimation rate here.

The comparison of the new system is done in terms of performance, initial investment
and operation cost.
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ABSTRACT

Regardless of the subject, in reaching a goal, the first step in solving a problem, the
perception to be occured on that subject. This is the method is we call it Perception
Management. The term "perception management”, which expresses the misuse of this
technique, is not within the scope of this study. Man has natural reactions to every "new" that
he does not know, he does not internalize, and because of this fear and anxiety, he has a
tendency to preserve the existing one. The use of virtual reality, augmented virtual reality, and
hologram technologies in the experience and acquisition processes in areas such as education,
health, transportation, economics, tourism, and even widespread use can be increased, but can
be increased by perception management. The dissemination of virtual reality applications in
every field can be possible with the perception created in minds open to development, science
and technology and innovations. The first condition of this is perception management for the
realization of individual and social perceptions of virtual reality projects and applications,
economic, ecological, effective, entertaining, motivating and successful. If human beings do
not live by occuring new techniques in every field, applying existing ones to life, and being
respectful to environment and all environmental stakeholders, sustainable development is not
possible. This important definition is known as a global expression in the form of breathing
with the world: Breathe with the world, produce local solutions.

Key Words: Knowledge, perception, perception management, virtual reality, augmented
virtual reality, hologram virtual technologies, Z generation.

INTRODUCTION

Virtual reality is an agenda that has become a phenomenon of the modern
development of society (LaValle 2019). The answer to the question in tag is directly related to
the word perception, which refers to the "early meaning™ that occurs when the information
reaches the final acceptance level. Of course, to make a perception on a subject is not the final
stage, but it also uses the fact that the importance of information is being spoken, and the first
step of our application is through perception. In every subject, to reach a goal, if we want to
solve a problem, the first step to be taken, the perception to be created on that subject, it is a
technique, the method, we call it Perception Management. Perception management is essential
for sustainable success in every subject. The most valid method of any kind of struggle is to
eliminate a mistake, threat or risk at the source. To understand the virtual reality universe,
adult education, Z generation, and then to create a correct perception with this database is a
process that must be managed. The stakeholders of this process are engineers, academicians,
local governments, non-governmental organizations and students (Thevendran and
Mawdesley 2004).
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Firstly, for the use of virtual reality, augmented virtual reality, hologram and real
image viewing technologies, an ecosystem of these technologies must be formed. For this
reason, there is a need for real-time VR, AVR and hologram ecosystem in order to achieve a
performance in our country. This is possible with the awareness of public and local
administrators, academicians, civil society and students. Global VR situation provides
important opportunities in terms of VR ecosystem in our country. The most ready mass for
this ecosystem are students and youngs. Students must to request for using this technology in
education. This demand is vital for the conditions that will encourage or even force the
perception of public administrators, local governments, educators and academicians to use
these technologies (Y1lmaz 2019, Ustakara 2011, Lee Choong 2004).

TRANSFORMATION OF KNOWLEDGE INTO PERCEPTION

In the occurring of a new technique, quality and output control, "perception
management™ is the first step that should be taken in the development of the achievements,
but it is generally not used properly. Man has a natural reaction to every "new" that he does
not know that he does not internalize; the use and even the widespread use of virtual reality,
augmented virtual reality and hologram technologies in the fields of education, health,
transportation, economy and tourism can be increased and sustained by a perception
management that will eliminate this anxiety. The dissemination of virtual reality applications
in every field can be possible with the perception occured in minds open to science and
technology and innovations (Ozer 2012). There are two forms of knowledge; expressed
information, felt information. It is the first step of perception management to recognize these
two important stages of knowledge and to make this distinction a consciousness (Diindar
2016).

We have some fundamental advantages to be a true and sustainable stakeholder of the
virtual reality sector on international platforms, if we can make perception management
accurate and timely. This technology does not require large spaces, and does not require a
technology memory that began centuries ago. The conditions for competition are not
challenging, but the respondent mass is open to these technologies and expects to be satisfied.
For software, hardware, and applications, there is a highly visible environment and a young
audience. And the investment costs are not very large. For example, compared to the
automotive sector, there is a need for software infrastructure rather than capital. Considering
that a minimum of $ 500 billion was planned in the automotive industry in the next decade,
the virtual reality ecosystem is a modest but high-yielding start-up area. Considering
favorable conditions such as international market and opportunities, global branding and
competitiveness, a strong national demand area within the country, not only education but
also a great expectation in all sectors, software processes and product transformation should
be encouraged simultaneously with perception management. In addition, the legal regulations
and incentive exemptions to promote the use of virtual reality and more advanced
technologies in education, health and other sectors are very important. Naturally, it is
imperative that societies seeking to take part in quality, efficiency and sustainability in
international competition should make and implement industrial, legal and psychological
action plans so that they can see and start up the existing start up opportunities in virtual
reality technologies (La Valle 2019, Yilmaz 2019).
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CONCULISION

In recent years the human mind has occured the attractive concept of virtual reality.
This was due to the effective imagination and success of the engineers as well as the rapid
development of computer technologies with multidiscipliner studies. It is a technique that
economic, ecological, effective, entertaining, motivating and success-enhancing new
techniques and brings respect to the environment and environmental stakeholders in doing so.
It is also open to breathing and competition with the world. For the use of virtual reality,
augmented virtual reality, hologram and real image tracking technologies, an ecosystem of
these technologies must be formed. For this reason, there is a need for real-time VR, AVR and
hologram ecosystem in order to achieve a performance in our country. This is only possible
with the awareness of public and local administrators, academicians, civil society and
students. Considering favorable conditions such as international market and opportunities,
global branding and competitiveness, not only education but also a great expectation in all
sectors, software processes and product transformation should be encouraged simultaneously
with perception management. In addition, the legal regulations and incentive exemptions to
promote the use of virtual reality and more advanced technologies in education, health and
other sectors are very important. As a result, it is imperative that societies seeking to take part
in quality, efficiency and sustainability in international competition should make a strong and
true "perception management™ and implement industrial, legal and psychological action plans.
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ABSTRACT

Expectations for the use of new technologies are increasing at all levels of education.
The length of medical education such as medicine, veterinary, dentistry, the limitations and
the difficulty of practicing, the physician education, which is a skill and experience
profession, today the classical methods are insufficient to meet the expectations. It is
inevitable to utilize the opportunities provided by information technologies, such as the
transfer of current knowledge and technologies to the student, the ability to conduct
experiments and tests in a simulation environment without using live subjects, and the
concentration of each student taking one-to-one training in a virtual reality environment.
Another important fact is that both student and instructor profiles have changed and this
necessitates new generation learning techniques. As a result, virtual reality in Turkey,
especially in the medical and veterinary fields is the awareness stage yet, so the projects,
researches, applications and discussions are inadequate. For this reason, virtual reality
projects, applications and researches in medicine and veterinary medicine should be subjected
to positive discrimination.

Keywords: medical education, veterinary medicine applications, virtual reality, augmented
virtual reality, hologram, real image viewing

INTRODUCTION

In veterinary medicine education like medical disciplines, the main goal is to transfer
knowledge and skills with the latest data and techniques with the highest success rate, to take
out the outputs. For this purpose, advanced and applicable educational techniques are included
as learning tools. Experience is required in all fields as well as in medical education; Quality
indicators in the undergraduate and postgraduate education, which are internationally
important economic sectors, are constantly changing and determining as reference factors.
The change should be included only in accounts where the source of the change is not
technical facilities. For individuals who use products containing these techniques in daily life;
learning a page with a textual description can be much more engaging, memorable and fast
with a short video or virtual reality equipment. It is an important question that the possibility
of practicing all students in medicine, veterinary medicine and health discipline training is not
available. Virtual reality, augmented reality emerges and hologram as an effective tool to
remove them (Midik 2010, Yusoff at all 2011, Von Jan 2012).
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THE BASIC PROBLEM: UNDERSTANDING THE "Z" GENERATION

Sociologists, according to their interaction with communication tools; The X
generation, born between the years 1961-1980, defines those born in 1980-2000 as generation
Z and those born after 2000 as generation Z. For Y and Z generations with a weighted cross-
section in education, virtual reality and internet-supported education create an attractive
educational environment. All over the world, the human resource during the learning and
training phase is predominantly the Y and Z generations. Characteristics of these groups are
useful for the widespread use of techniques involving virtual reality products. Virtual reality
enables the 3D images and animations created in the virtual environment to interact with these
objects by creating a real sense of environment in the mind with helmets and other
technological tools. Another step of this is to increase the virtual reality with hologram
technique. In physician education, it is an important problem that all students do not have the
opportunity to practice and to experience each experiment or test individually. Virtual lab
facilities aimed at medical education and practice can help students to perform numerous
trials in a virtual environment and increase their knowledge and skills. The skills and
experience process that the students will achieve in a virtual environment is an ecologically
and economically preferable method. Studies on the virtual reality in veterinary medicine are
insufficient. Supporting the lessons, classrooms, course materials and books with augmented
reality, the use of VR applications in the courses is a common goal that all of the students in
the Z generation are waiting for (Aslan and Erdogan 2017, Scalese and Issenberg 2005)

Table: Virtual Reality (VR) and Augmented Virtual Reality (AR) predictions on
education and healt sector according to Goldman Sachs.com (Yilmaz M, 2019).

Sectors Current Datapoints on the population 2020 2025
Market Size that could use VR/AR Base case Forecasts Base case Forecasts
Users Software Users Software
Revenue Revenue
Education Education 200mn primary and secondary | 7mn $0.3bn 15mn $0.7bn
software market | students in developed markets
$5bn for K-12, | in US
$7bn for higher | 50mn K-12 and 20mn College
education students
Healthcare $16bn  patient | 8mn physicians and EMTs in | 0.8mn $1.2bn 3.4mn $5.1bn
monitoring developed markets in US,
device market 800k physicians and 240k
EMTs
CONCLUSION

Today, it is a very important necessity for VR and AR to be aware of the concepts
such as the predicted 2000 Mbps fast internet access, remote sensing techniques, holographic
imaging techniques and especially virtual reality, and to reflect them in the classroom,
laboratory and application fields. The virtual reality is a greener and more ethical tool that can
both provide them and minimize the use of animals in experiments. In addition, in much
studies, it is reported that students medicinal disciplines want to use the AVR applications as a
means of learning individually, they find these applications useful and they are satisfied with
them. Virtual reality and hologram, not only in education but also in diagnostic methods can
improve in veterinary medicine. In this focus, virtual reality studies and practices related to
veterinary medicine, which is a very important medical discipline, are available but not
sufficient in Turkey and all other countries. Of course, there are many innovative learning
tools and approaches in veterinary medicine education, because it is a must to advance with
new methods but we want to say virtual reality is a irreplaceable technique in all medicine.
Nowadays, many classical methods are no longer preferred which can lead to damage to
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animals and animals (sometimes defensive reflexes) by students and academics. In education
and medicinal applications, the main aim is to provide the student with veterinary training and
experience without harming animal welfare and animal rights. For this, especially in
veterinary medicine, advanced applications such as virtual reality and hologram are essential
for education and practices. The three-dimensional simulation technology will be prominent
in the challenging training, diagnosis and intervention processes of veterinary medicine with
its exciting and non-negligible development. The availability of facilities such as virtual
reality and 3D simulation techniques for qualified, competent veterinarians is important in
keeping up with rapid changes and scientific innovations in clinical applications. This is very
important difficulty in veterinary practice: We live some limitations on patient animals during
training due to animal welfare. The use of simulations in veterinary medicine education
should be considered and concentrated in order to provide safe and ethical alternative
opportunities for students to develop their basic experiments, clinical skills and to supply
animal welfare conditions. Because computer graphics and virtual reality environments are
ideal for visualizing complex 3D spatial relationships, in virtual reality applications,
information is interdependent by data from real and virtual images. This is an ethic and
environmentalist advantage of VR and hologram.
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Virtual reality (VR) is a simulation model that are increasingly used in medical
education. It provides a three dimensional (3D) and dynamic view of the structures which the
user interacts (1).

VR is a 3-D simulation model that gives real feel and allows mutual communication
with a dynamic environment created by computers. The VR environment includes the senses
of touching, hearing, changing the places of objects in the virtual environment and feeling
their physical characteristics. It gives us the opportunity to work in an unreal area that we
have created with our own hands.

Using interactive scenarios and virtual environment that reflect real-life events in the
virtual reality simulation, students perform skills practices, evaluate themselves and they are
evaluated objectively by the instructors (2).

The field of medical education includes both educational and instructional
technologies. VR is increasingly going to important in both areas.

The VR system in medicine was first introduced by Robert Mann in 1965. In the
1980s, the use of VR was facilitated by introducing the head-mounted display (HMD) as a
wearable device for VR visualizations (3).

The project, developed by the University of Colorado in 1991 and called the Visible
Human Project broke importantly ground in the field of medical education. More than 7000
digital anatomical images were included in this project (1). Since then, AR / VR has been
increasingly used in medical and surgical education (4-6).

In fact, medical education is difficult, long and time consuming. During the centuries
of classical medicine education and especially in anatomy education, drawings, physical
models and cadaver dissection are used. It is difficult to find a cadaver for anatomy education
and it is impossible for each student to dissect on a limited number of cadavers. The
multiplicity of the number of students, the insufficient number of teachers and the necessity of
continuous renewal of the skills that should be given to the students are the other challenges
of education (7).

Especially in traditional surgical training, the intern surgeon learns to perform surgical
procedures on real patients under the supervision of a trained surgeon. This training is time-
consuming and also has the potential to cause harm to patients. Likewise, students and
assistants may not have the chance to practice sufficiently.

As a solution to these problems, virtual reality will be one of the best ways for medical
students and medical assistants to learn in the near future. While both clinical and surgical
skills training are carried out with virtual reality, it is also possible to evaluate these skills
training. At the same time, surgical operations and emergencies can be managed in a virtual
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reality environment without harming anyone. In addition, with virtual reality applications, it is
possible for all students to practice a sufficient number of subjects until they have fully
learned the subject.

It may not always be possible to observe where medical students and assistants make
mistakes. Virtual reality allows you to easily evaluate each skill in a virtual environment, at
any time, and in any number of times. Storing these materials in a virtual environment makes
it easier for a student to be evaluated by more than one instructor (7).

Virtual reality applications are engaging and entertaining because they have a strategy,
attracting students "attention and ensuring their long-term participation in the learning process,
as well as enhancing students' motivation (8). After all, virtual reality contributes significantly
to the learning processes and improves the quality of education. Virtual reality not only
provides learning but also a real experience. Simultaneous learning of different skills may be
possible. In addition, dangerous, high-cost and complex experiments can be performed
smoothly in the virtual reality system.

One of the most important applications of virtual reality is anatomy education for
medical students. 3-D visualizations of the anatomy of the human body can be manipulated
and dissected in a more similar and perhaps more precise manner than cadaveric dissections
(9). The virtual reality used in medical education allows students to experiment a large
number of experiments on a virtual cadaver.

This method supports students' active participation in the learning process. It helps to
assimilate information by contributing to a better understanding of abstract issues such as
communication skills (10). In real life, it is possible to learn subjects that are difficult or
impossible to experience (7). It supports the development of problem solving, critical decision
making, and critical thinking skills (11).

Moreover, virtual reality in medical education is a peer learning. Learning together at a
study meeting is one of the most effective ways of learning as a medical student (9). It
supports working in team cooperation, creates a social atmosphere and contributes to the
development of students' creativity (7,12). In addition to providing psychomotor skills, virtual
reality is introduced as a unique and useful alternative teaching method to gain more advanced
and abstract skills such as problem solving, critical thinking or communication skills, and
evaluating these skills (13).

In the VR system, vital procedures on patients can be performed in a virtual
environment to better understand the effects of the treatment process. Virtual reality
applications without harming patients, vascular access, and basic life support, intravenous
injection application, patient interview etc. it supports many skills by giving them the
opportunity to experience many times. It gives students the opportunity to apply skills that
cannot be observed by students on a real patient in a virtual environment and thus apply the
theoretical training they have applied (14).

The use of VR and AR is increasing in all areas of medicine. Virtual reality is used in
many fields such as surgery, neuroscience, psychology and cognitive and motor skills
rehabilitation, mental health therapy. Various studies on VR and AR in different disciplines
have reported more sensitivity, accuracy, efficiency and better results (15-19).

The using of VR in surgical education

VR is used to support anatomy teaching and to simulate procedures for training
surgeons. Surgical simulations with visual and tactile feedback to improve technical
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competence have been accepted in many surgical fields. The literature has shown that VR has
been successfully used in all stages of surgery from planning and simulation of surgical
operations (15). VR applications are rapidly growing for surgical training (20-24). VR are
widely used in some of the planning of preoperative of surgical procedures (15).

Virtual reality directly affects the number of sensory organs involved in the study,
because the individual feels himself in that environment. The use of virtual reality simulator
in surgical education supports standard training. It develops technical skills. It can be repeated
as much as you want. Studies have shown that virtual reality training improves surgical
efficacy and operative performance in laparoscopic surgery.

With virtual reality, all anatomical details and structures can be displayed in 3D.
Treatment planning of the patient can be done. VR systems help preoperative planning of
surgical procedures. All different surgical approaches used for surgical operation can be
demonstrated, tried and predicted for the results of these procedures. VR can also be used to
simulate operating conditions in surgery. As a result, preoperative planning and intraoperative
projection of 3D models can improve surgical outcomes. (15). At the same time, more rapid
and realistic surgical training can be provided.

There are many studies on this subject. Eckardt et al. In a 56-year-old patient, they
mimicked left mandibular resection before the operation. After the simulation, they prepared
the template for the optimum contour of the bone graft (27).

VR were also used in free flap operations. With the guidance of computed tomography
angiography, 3D virtual reconstruction has been evaluated for the feasibility of mapping the
free flap perforators. (26-28). Gacto-Sanchez reported that preoperative planning with VR
reduced the mean operative time by 2 hours and 8 minutes, and this technique reduced the
incidence of flap complications and donor area morbidity (29).

In one study, a VR system produced the 3D hologram of the breast tumor from the
patient's MR images. This hologram provided a detailed view of the breast and tumor and
facilitated volumetric measurements (30).

Tactile feedback is one of the areas that need to be improved in many surgical VR
systems. As technology evolves, more realistic work scenarios and more focus on delivering
tactile feedback need to be focused (15).

VR in Operating Room
Surgeons in the operating room can be used VR technology in the cases which requires
the accuracy of surgical manoeuvres. Intraoperatively, VR often requires the using of head

mounted device to display information during surgery (15).

Studies have shown that intraoperatively using of VR systems can help improve
surgical procedures and reduce surgical errors (31-38).

With ongoing research and technological advances, we are going to see new VR

systems that improve surgical efficacy, reduce surgical morbidity and improve patient
outcomes (15).
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The most important disadvantage of virtual reality applications is an economic

dimension. Furthermore, it may be time consuming to provide users with the skills to use
computer virtual reality applications.

CONCLUSION

In conclusion, virtual reality surgical training will be one of the most important parts of
standard education in the near future. Virtual reality training modules have many advantages,
such as helping to reduce medical errors and providing a more realistic environment for
educating doctors and students in the same way.
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